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Abstract  
 

With the number of social networking and photograph shar-

ing sites growing at an unprecedented pace, image search 

queries has become a popular and frequent activity for Inter-

net users, and this has become increasingly challenging due 

to both the large number of sites dedicated to image hosting 

as well as the number of conventional sites incorporating 

significant image elements. Such a trend is expected to fur-

ther accelerate with the diverse types of devices that are able 

to capture digital images, and the wide variety of software 

that are able to enhance, edit and create them. As the number 

of Web images continues to increase, searching them effi-

ciently and semantically becomes an important challenge. 

To meet this challenge, we present a comprehensive fully 

automated approach based on the analysis of image metadata 

in conjunction with image analysis techniques. In conse-

quence, our model is able to automatically fill up the Struc-

tured Annotation fields in the MPEG-7 Description Standard 

which previously could only be performed manually. We 

envisage that such standard semantic fields may be routinely 

incorporated into image files similar to current metadata 

fields such as timestamps to take image retrieval to a deeper 

semantic level. Our system is evaluated quantitatively using 

more than 100,000 web images and around 1,000,000 tags, 

and our approach is able to yield highly promising results. 

 

Introduction and Related Work 
 

 A convenient mechanism for searching images has in-

creasingly become an integral part of our daily lives. For a 

small number of images, we may tag them one-by-one man-

ually and search them afterwards via these tags. However, 

tagging images manually is very time consuming and in-

volves large amounts of manpower. With a growing number 

of images to deal with, it is becoming essential and that this 

be done in an automatic way. Furthermore, with human tag-

ging, it is sometimes difficult to define the strategy to ensure 

consistency of tagging and annotation for quality image 

search. Search and retrieval models are vital parts of image 

management, and are increasingly receiving attention with 

the growing volumes of web image uploads and the exten-

sive use of image libraries. In this paper, we present a fully 

automated approach to inject deeper level semantics into 

images to enable their effective search and discovery. In the 

same way as timestamp and other metadata are already asso-

ciated with images, using this method, standard semantic 

fields may be similarly and routinely attached to images to 

enable their retrieval based on their semantic contents. 

 Although some research studies [7, 10, 12, 15, 16, 20, 21, 

28, 30, 39] aim to relate low-level image content to higher-

level concept, these are limited to few isolated words only. 

Current image search systems, such as Yahoo! and Google, 

use some surrounding text or caption description provided 

by the users as the basis of keyword searches. These tech-

niques have limited eff ectiveness at present and they need 

further development and refinement. While there are many 

diff erent approaches and frameworks proposed for indexing 

and retrieval systems, they largely fall into two categories, 

namely, concept-based methods and content-based methods. 

The former focuses on retrieval by objects and high-level 

concepts [2, 4, 11, 14, 22, 23, 26, 29, 33, 35], while the latter 

focuses on searching large image repositories according to 

the low-level content of the image. With content-based 

methods, they aim at accessing the knowledge embedded in 

images by extracting low-level features and capturing image 

similarity and some specific characteristics of images [1, 3, 

3, 9, 37, 38, 41]. 

 The extraction of semantic concept from the metadata of 

images have been become one of the most active research 

areas. The works [5, 6, 13, 18, 31] conduct statistical analy-

sis on the data fields of metadata to discriminate and classify 

scenes of images. In [18, 31], researchers make use of image 

metadata to address the problems of classifying images into 

mutually exclusive classes and use "scene mode" of the ac-

quisition device to provide scene classifications. Although 

their contributions focus on binary classifications of images, 

these studies off er both strategic directions for future works 

and provide useful steps towards progress in this area. 

 In this article, we develop a comprehensive method in 

building an image search system based on automatic seman-

tic tagging. Starting from the Automatic Semantic Annota-

tion (ASA) [40] we enrich the semantics of images by using 

knowledge-based expansion and contextual feature-based 

expansion. 

 To facilitate quality image search, MPEG is responsible 

for the development of digital multimedia standards. Among 

the various standards, the most relevant to multimedia data-

base management is MPEG-7 which provides description 

tools for facilitating searches and identifying objects. The 

MPEG-7 Structured Annotations Datatype is a comprehen-

sive and potent standard [27, 33, 36] in terms of semantic 

richness for multimedia information. It can also be applied 

eff ectively to the image annotation domain [1, 32, 34]. It 

allows a simple structured description for audio visual mate-
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rials by using a number of fields, such as What Object, 

When, Where, What Action, Who, Why. In this paper, we 

shall make use of our approach to automatically furnish val-

ues to some of the MPEG-7 Structured Annotation fields 

without manual involvement, which may then be routinely 

attached to images as semantic fields similar to other non-

content-based metadata currently in use. 

 

Exploiting the Relationship between 

Metadata and Semantic Content 
  

In the photographic world, many images may be broken 

down to several basic scenes and categories [19, 40], such as 

nature, wildlife, portrait, landscape and sports. A landscape 

scene comprises the visible features of an area of land, in-

cluding physical elements such as landforms, living ele-

ments of flora and fauna, abstract elements such as lighting 

and weather conditions. Landscape photography is a normal 

approach to ensure as many objects are in focus as possible, 

which commonly adopts a small aperture setting. Sports 

photography corresponds to the genre of photography that 

covers all types of sports. The equipment used by a profes-

sional photographer usually includes a fast telephoto lens 

and a camera that has an extremely fast exposure time that 

can rapidly take photos. 

Therefore, there are definite relationships exist between 

the scenes of image and image acquisition parameters. Fig. 1 

lists out some typical image categories and scene images 

where scene images are subset of the corresponding image 

categories. The clustering behavior of images with respect to 

the image acquisition parameters is illustrated in Fig. 2. 

The primary idea of our ASA approach is to group images 

based on embedded image-capture metadata and camera 

acquisition properties. As there are relationships between the 

type of scenes and image acquisition parameters, from pa-

rameters embedded in images, we may extract the intended 

scenes of images or semantic concepts from images. 

We develop our automated annotation system by using an 

image database which consists of a collection of images ob-

tained from a photograph album over the Web at random. 

All images in the database are metadata-embedded and 

stored in JPEG format. Since those images have no tags as-

sociated with them, we manually label all images with se-

mantic concept (i.e. the scene of images) before arbitrarily 

dividing this image database into two groups, a training set 

and a test set. We use the training set to build our annotation 

model while the test set to measure its performance in terms 

of its error rate. 

We construct our algorithm first from the training set by 

using decision tree technique, then measure its performance 

by the test set. After structured learning procedures with 

hundreds of testings, the best rules are obtained [40]. Some 

sample rules are given in Fig. 3 and a comprehensive listing 

of the rules are given in [40]. 

 
Figure 1. Categories and scenes of images 

 
Figure 2. Image distribution in 3D space 

 

 
 
Figure 3. Sample rules of Automatic Semantic Annotation 
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Figure 4. System structure 
 

Annotation Enrichment and Exten-

sion 
  

 We annotate images with predefined semantic concepts in 

conjunction with methods and techniques of image pro-

cessing, visual feature extraction and semantic concept ma-

nipulation. The system structure is shown in Fig. 4. The first 

step is image meta-data extraction followed by using deci-

sion trees and rule induction to develop a rule-based mecha-

nism to formulate automatic annotations algorithms. The 

second step is the processing of image content, such as col-

or, shape, texture and face detection. The third step is se-

mantic concept manipulation which works in conjunction 

with common sense knowledge in order to build semantic 

resources from a noisy corpus and apply those to the image 

retrieval task. Subsequently, semantics augmentation and 

enrichment are carried out in conjunction with external data 

and additional algorithms, such as the weather log, news 

data or face recognition. Lastly, from these, we automatical-

ly furnish values to the applicable fields within the Struc-

tured Annotation Description of MPEG-7. 

 Our earlier work [40] covered the first two steps while this 

paper focuses on the third and fourth steps. A major differ-

ence between this paper and our prior work is both 

knowledge-based expansion and contextual feature-based 

expansion are incorporated. Furthermore, since MPEG-7 

does not specify how such descriptors are obtained, this pa-

per provides an automatic mechanism for generating of 

MPEG-7 Semantic Descriptions which previously could 

only be performed manually. 

To extend our original ASA model, we enrich the annotation 

through the image contents. Algorithms based on color tone 

are widely used due to compactness of the calculations and 

information expression. Histogram is mainly used for color 

tone information and global color distribution is an im-

portant tool for the retrieval of images and video from mul-

timedia databases. We convert all images in our training set 

into global color distribution format and plots into a scatter 

graph. There are only a small amount of outliers are distrib-

uted in its surrounding. This is because color image are tends 

to be centralized unless a specific concept of the image are 

intended to be present, such as “night scenes by the sea”, 

“endless blue sky” or “sunrises and sunsets” which offers 

rich semantic meaning. 

 Here, we adopt edge detection algorithms with near-

circular Gaussian-based image derivative operators [25] to 

extract high-level concepts from image concepts to match 

the similar images. The edge detection operators are based 

on first and second derivative approximations, correspond-

ing to a first directional derivative ∂u/∂b ≡ b · ∇u and a se-

cond directional derivative −∇ · (B∇u) and are defined by the 

functionals [8] 

 

                 (1) 

and 

                  (2) 

 

where B = b b
T
 and b = (cosθ, sinθ) is the unit direction. The 

special case of the Laplacian operator is represented by   
  

with B taken to be the identity matrix [8]. Firstly, we anno-

tate night scenes based on the original ASA approach. We 

manually annotate one downtown image from the night 

scenes image set and then process all images by Gaussian 

kernel with σ = 0.6. By covering all image set, images were 

evaluated against the target image according to their similar-

ity measures. 

 Methods using color tone is robust with respect to object 

movement, rotation and changes like distortion. Color is 

defined by the three characteristics: hue, saturation and val-

ue. HSV is an expression of color tones that can be sensed 

by humans using these characteristics. 

 An image histogram gives the probability function of the 

image intensities. This is extended for color images to cap-

ture the joint probabilities of the intensities of the three color 

channels. Histogram search characterizes an image by its 

color distribution. We adopt several color histogram distance 

algorithms [17, 30] which include the Bhattacharya Distance 

(BD), 

 

      (3) 

Chi-squared Distance (CD), 
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                     (4) 

and Euclidean Distance (ED), 

             (5) 

where m is the center of the image region, n is the number of 

bins in the distribution, and qu and pu are the weighted histo-

grams of the model and candidate respectively. Examples of 

these are given in Fig. 5. 

 

 
Figure 5. Examples of conversion of color space conversion 

histogram. Column (a) shows the original images 

in RGB color space. Column (b) are image in HSV space. Col-

umn (c) shows their HSV color histogram 
 

 We incorporate knowledge-based expansion into the im-

age retrieval problem because using sub-objects as surrogate 

terms for general queries is able to improve retrieval accura-

cy. The presence of particular objects in an image often im-

plies the occurrence of other objects. For example, the con-

cept “wedding” may be expanded to bride, groom, flower 

and wedding cake. Such knowledge-based expansion allows 

the semantic content of an image to be automatically ex-

panded. 

 Our rule-based approach depends on image acquisition 

parameters to extract scenes of images the photographers 

intend to capture. In the event that photographers make use 

of improper acquisition parameters, unexpected content of 

image would result. To eliminate the noise and enrich the 

rule-based annotation, we augment the rule-based approach 

in conjunction with image processing and similarity extrac-

tion of image content. From the joint application of these 

techniques, we can formulate meaningful semantic annota-

tions. 

 

Generation of Mpeg-7 Descriptions 
 

 In MPEG-7, the Multimedia Description Scheme (MDS), 

the MPEG specified Descriptors and Descriptor Schemes 

dealing with generic features and multimedia descriptions 

are defined. Objects derived from semantic objects and an 

extendable set of predefined relations between these objects 

can be used for constructing a semantic graph, describing the 

multimedia content [24]. MPEG-7 facilitates Text Annota-

tion Datatypes to support high-level concept enrichment. An 

MPEG-7 Text Annotation Datatype supports annotations in 

different forms and allows multiple annotations. In this pa-

per, we focus on the Structured Annotation Datatype. 

 The Structured Annotation Datatype is one that gives a 

textual description of events, people, animals, objects, plac-

es, actions, purposes, times, attributes and behavior. It pro-

vides a structured format that is simple yet an expressive and 

powerful annotation tool. Syntactic relations such as subject, 

object and verb modifiers between actions and objects can 

be described. 

 By using our method, some of these fields, particularly the 

first four, may be automatically filled in a meaningful man-

ner. In addition, semantic concepts may be enriched and 

expanded through semantic manipulation, which may work 

in conjunction with specialization and generalization hierar-

chies. Thus, searching for an image with a particular object 

type may be specialized to a narrower type; for example, in 

searching for people, the portrait category may be used, and 

in searching for animals, the wildlife category will fit the 

requirement. The more extensive and complete such hierar-

chies, the greater the scope for rich semantic manipulation. 

 Fig. 6 gives some examples of automatically generated 

MPEG-7 Structured Annotation descriptions. Consider the 

third photograph, the application of our rules indicates that 

this is a portrait image category and scenes of an outdoor 

event. Thus, “People” and “Portraits” are indicated under 

WhatObject. As this is an outdoor event, “Outdoor event” is 

indicated under WhatAction. The location is obtained from 

the GPS coordinates which map to Cotton Tree Drive Mar-

riage Registry in Hong Kong; thus, in the Where field, the 

Cotton Tree Drive Marriage Registry is indicated which may 

be used as a search argument, and in traversing the generali-

zation hierarchy, Hong Kong is also indicated. Timestamp 

information allows the season, time of day, and year to be 

variously indicated. Further descriptions are possible, de-

pending on how far up or deep down the relevant hierarchy 

is being traversed, all of which may be used as search argu-

ments.  

 Besides the descriptions generated from image metadata, 

some of the semantic description fields can be further filled 

with other image features. Fig. 7 gives an example of further 

enrichment of semantic concepts with face recognition. 

 To validate our model, we test our system using an evalua-

tion images set. We have evaluated the proposed approach 
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on 100,000+ images of Flickr.com with associated 1,000,000 

user’s tags. We have manually examined 200 images for 

each scene and category of images and with total results for 

2,600 images. In Fig. 8 shows the accuracy about our model 

compared with the traditional human tagging model. We 

found that experimental results of traditional human-tagging 

are reliable with over 72% accuracy across all scenes and 

categories. Our model delivers good results and sometimes 

have better accuracy than human tagging models, especially 

for the nature categories, with wildlife and macro scenes 

having 9% to 18% advantage. 

 
Figure 6. Automatic generation of semantic MPEG-7 descrip-

tions for image from metadata: (a) original images (b) auto-

mated MPEG-7 descriptions  
 

 Fig. 9 gives the experimental results of tagging accuracy. 

Our experiments indicate that while tags by humans deliver 

excellent performance with 100% accuracy but such tagging 

relies heavily on human involvement. Besides, we can ob-

tain highly competent results from our model with HSV col-

or space histogram distances fully automatically where accu-

racies grow to 67.2% (BD), 71.4% (CD) and 77.9% (ED). 

For the model combined with global color distribution, the 

accuracy is 85.3%. While the model incorporating edge de-

tection algorithms, the precision rate is 87.1%. From the 

joint application of these, we can formulate semantic annota-

tions for specific image fully automatically and index imag-

es purely by machine without any human involvement. 

 
Figure 7. An example of automatic generation of semantic 

MPEG-7 descriptions for image from metadata and low level 

features 

 

Conclusion 
 

 The MPEG-7 Structured Annotation Datatype is often 

regarded as a powerful semantic information bearing scheme 

for images and multimedia objects. Through the use of the 

Structured Annotation Datatype, semantic identification and 

search of images using arguments meaningful to human be-

ings may be used. In the past, Structured Annotation descrip-

tions were generally handcrafted by humans manually. This 

has become increasingly impractical due to the rapid rate 

with which images are captured, created, and uploaded. 

By the use of image metadata, augmented with image pro-

cessing and ontological mechanisms, a methodology has 

been presented which allows the automatic generation of 

MPEG-7 Structured Annotation descriptions. Admittedly, in 

its utmost generality, the full Structured Annotation descrip-

tion is comprehensive and challenging even for humans. 

However, the present automatic approach is able to go a long 

way towards providing humanly useful and meaningful de-

scriptions by filling out automatically some of the key fields 

within the Structured Annotation Datatype. In the same way, 

as other forms of metadata such as timestamps are currently 

already stored together with the images, such automatically 

generated standard semantic fields may also be routinely 

attached to images to take their search to a deeper and richer 

content-oriented semantic level. Additional refinement is no 

doubt possible and desirable in the future to further fine tune 
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and enrich such descriptions, and the present method is able 

to provide an important first step towards this. 

 

 
Figure 8. Comparison between the proposed approach, tags by 

human grouped by (a) scenes of images (b) 

images categories  

 
Figure 9. Comparison of experimental results of human tagging 

and our model with HSV color space histogram distances  
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