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Abstract  
 

Image search engines tend to return a large number of im-

ages which the engines consider to be relevant, and such 

pool of results generally is very large and may be regarded 

to be effectively inexhaustible. While the images are pre-

sented as relevant, it is normally true that many of them are 

actually irrelevant, and that the distribution of relevant im-

ages over the returned results is non-uniform. To predict the 

relevance for individual images is generally difficult since it 

only takes on binary values and therefore tends to oscillate 

randomly between relevance and irrelevance with little no-

ticeable trend. Increasing the range of possible values will be 

necessary to enhance the ability for prediction, and it is ad-

vantageous to accumulate the aggregate relevance for larger 

groups of images in a sequential manner. Our approach will 

involve appropriately grouping the random binary sequence 

into non-overlapping groups and convert it into a form 

which makes them more amenable for prediction. In this 

paper, we present a regression model for predicting Image 

Search Engines (ISEs) behavior. We develop an empirical 

model and design a set of benchmark queries to measure 

system performance. We are able to establish a linear model 

which is able to give good and robust prediction of search 

performance. In addition, the results of this research can 

have a direct bearing on search engine design to provide 

informative guidance to users on the retrieval of relevant 

images, and allows the users to optimize their strategy in the 

recovery and discovery of images. 

 

1. Introduction and Related Work 
 

 The pervasive deployment of digital cameras and smart 

phones has led to the emergence of large collections of digi-

tal images, and many raw images are constantly uploaded on 

to the Internet often with few meaningful text label or words. 

Such a situation causes confusion to search engines and us-

ers alike with many images presented as relevant, but actual-

ly are not so. Therefore, the task of image retrieval [1], [17], 

[14] has come into question. Retrieval eff ectiveness [22], 

[24], [26], [18] becomes one of the most important parame-

ters to measure the performance of web image retrieval sys-

tems [23], [28], [5], [8], [29], [11], [12], [7]. As is widely 

accepted, the most commonly used performance measures 

are precision and recall, which is equivalent to positive pre-

dictive value, and the sensitivity or true positive rate respec-

tively in ROC analysis [11], [27], [30], [25], [2], [13], [4],  

 

[21], [10], [16], [9], and to compute the sensitivity can be 

rather difficult as the total number of relevant images is not 

directly observable in such a potentially infinite repository 

 

Many researchers have conducted studies to evaluate the 

retrieval eff ectiveness of web search engines. Ece Çakır et 

al. [5] describe the retrieval eff ectiveness of image search 

engines based on various query topics, and diff erent image 

search engines are good at diff erent topics. Fuat Uluç et al. 

[30] describe the impact of the number of query words on 

image search engines, and suggest that the performances of 

image search engines will become worse when the number 

of query words increases. However, none of these studies 

describe how to estimate the total number of relevant images 

for the image search engines. All of them only view the first 

two pages of returned results. In the study by Sprink and 

Jansen [2], data collected from Dogpile was analyzed and 

one of the findings was that the percentages of users that 

viewed only the first page and those that viewed only the 

first two pages of document search results were about 71% 

and 15.8% respectively. Although many studies use recall as 

the measure to evaluate the image search engines, not many 

papers work on the estimation of the number of relevant 

images in an inexhaustible pool. An algorithm called sam-

ple-resample is presented in by Si and Callan [25]; in envi-

ronments containing resource descriptions already created 

by query-based sampling, the sample-resample method uses 

several additional queries to provide an estimate of the data-

base size. 

 Here, it is obvious that the more eff ective the system is, 

the more it will off er satisfaction to the users. Since the use 

of image search engines such as Google, Yahoo, and MSN is 

becoming increasingly widespread, the need for a perfor-

mance evaluation of web image search engines will be of 

great benefit to users. We present an empirical model for 

predicting image search engines behavior, and we are able to 

establish a linear model which is able to provide good and 

robust prediction of search performance. 

 In the next section, queries design, the regression model 

and evaluation measurements will be introduced. The exper-

imental results, the validation of the models and comparison 

of the performance of major image search engines will be 

discussed in section 3. Finally, we summarize our findings, 

and present some directions of future work in the last sec-

tion. 
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2. Methodology and Queries Design 
 

Image search engines tend to return a large number of im-

ages which the engines consider to be relevant, and such 

pool of results generally is very large and may be regarded 

to be effectively inexhaustible. While the images are pre-

sented as relevant, it is normally true that many of them are 

actually irrelevant, and that the distribution of relevant im-

ages over the returned results is non-uniform. Here, we de-

fine an image relevance indicator random variable Ik to sig-

nify the relevance of an image, 

 

          
                                

                              
  

 

Fig. 1 shows a particular realization of the relevance indi-

cator random variable. 

 

 
Fig. 1.  Realization of the indicator random variable 

 

To predict the relevance for individual images is generally 

difficult since it only takes on binary values and therefore 

tends to oscillate randomly between relevance and irrele-

vance with little noticeable trend. Increasing the range of 

possible values will be necessary to enhance the ability for 

prediction, and it is advantageous to accumulate the aggre-

gate relevance for larger groups of images in a sequential 

manner. Our approach will involve appropriately grouping 

the random binary sequence into nonoverlapping groups and 

convert it into a form which makes them more amenable for 

prediction. We form the image results into cells as: 

 

    (1) 

 

This will produce an induced series Zk(N) based on cumu-

lative cell relevance. We expect that, for competent search 

engines, 

   (2) 

 

In addition, the manner of partitioning into cells will in-

fluence performance behavior and we also expect that Zk(N), 

in general, will be an increasing function of N. We define the 

yield for the k
th

 cell to be 

   (3) 

with ηk ≤ 1, and it signifies the fractional relevance for N 

returned results. For competent image search engines, we 

expect ηk    1 for small k, and that for some K, we have 

decreasing yield ηk ≥ ηk+1 ≥ ηk+2 ≥ . . . ≥ . . . whenever k > K. 

Fig.2 shows a linear representation of the yield. 

 

 
Fig. 2.  Linear representation of yield 

 

2.1. Query Design and Benchmarking 
  

Since queries are critical to our experimentation, instead 

of subjectively and arbitrarily creating queries for experi-

mental measurements, we use a systematic procedure to en-

sure scientific rigor and design a set of objective benchmark 

queries [22], [15], [18], [20] to gauge the performance of 

diff erent image search engines. We make use of the Visual 

Dictionary [31], from which a total of 150 benchmark que-

ries are randomly extracted, with relevance judgement based 

on the sample images provided in the Visual Dictionary. 

These cover the following topics: (i) Plants and Gardening, 

(ii) Astronomy, (iii) Earth, (iv) Animal Kingdom, (v) House, 

(vi) Transport and Machinery, (vii) Clothing and Articles, 

(viii) Communications, (ix) Science, (x) Human Being, (xi) 

Sports an Games, (xii) Society, (xiii) Arts and Architecture, 

(xiv) Energy, and (xv) Food and Kitchen. Ten queries are 

extracted randomly for each topic, and the set of queries is 

applied uniformly across all image search engines to cali-

brate and compare their performance. The full list of queries 

is shown in Table 1. The image search components of 

Google (www.google.com), Yahoo (www.yahoo.com) and 

MSN (www.bing.com) are selected as the search engines for 

experimental evaluation. These are chosen because from [6], 

the sum total market share of Google, Yahoo and MSN is 

90.2%, with respective shares of 64%, 16.3%, and 9.9%. 

The measured empirical values Zk(N) are averaged over all 
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the benchmark queries. It is expected that the characteristic 

parameters will be different for different image search en-

gines, and we make use of regression models in time series 

analysis to evaluate the behavioral pattern of search perfor-

mance. We analyze Zk(N) which is taken to be the dependent 

variable Y, with respect to the index k as the independent 

variable X, from which we determine the linear form Y = 

f(X). Different values of N = 20, 30, 40 are measured, with N 

fixed for each regression curve. 

 

2.2. Regression Model and Validation 

Measures 
  

Regression model is a powerful tool to see if there is a re-

lationship between the variables and for predicting the value 

of one variable based on another variable. A linear regres-

sion model assumes that the relationship between the de-

pendent variable Y and the independent variable X is approx-

imately linear. In our experiments, we let Y denote the ratio 

of the cumulative number of relevant images out of the total 

number of returned images observed in the respective re-

turned pages, and let X denote the cell index. The purpose of 

our experiment is to investigate whether the number of rele-

vant images in different results page follows the regression 

model, and how the performance behavior is influenced by 

the different manner of cell partitioning. Therefore, the rela-

tionship between the number of relevant images in a re-

turned page and the cell index is taken to be linear, and we 

may model the corresponding regression model as: 

 

     (4) 

 

where Y = the ratio of the cumulative number of relevant 

images out of all returned images in the observed pages; 

X=page number; 

β0=intercept (the value of Y when X=0);  

β1=slope of regression line. 

Based on the sample data, the values of intercept and slope 

can be calculated as: 

     (5) 

     (6) 

 

After determining the parameters of the regression model, 

we would use such a model to estimate the number of rele-

vant images page by page. A useful measure is the correla-

tion coefficient r, which gives an indication of how well a 

regression model fits a particular set of data: 

    (7) 

where      and      are the sample values;    and    are the 

sample means of X and Y; sx and sy are the sample standard 

deviations of X and Y, which indicates the strength of the 

linear relationship between the variables. We shall also 

gauge performance by examining the residuals 

    (8) 

Where      and       are respectively the observed and es-

timated y values. 

Testing the model for significance enables one to deter-

mine if the values are meaningful. We do this by performing 

a statistical hypothesis testing [19], [3] with a significance 

level α=0.05. 

 

2.3. Performance Measures 
  

In image retrieval, the most commonly used performance 

measures are precision and recall. Precision gives the ratio 

of the number of relevant images retrieved to the total num-

ber of irrelevant and relevant images retrieved. 

number of relevant image retrieved 

   

              
                                  

                              
  (9) 

  

Here, precision ratios will be calculated at various cut-off 

points [8] (e.g., for the first 2, 4, 6, 8, 10 and 12 cell index 

returned) for each image search engine. Hence, the precision 

at different cut-off points can be used to roughly see how the 

scores of relevant images are distributed over their ranks. 

The cumulative precision ratio may be computed as fol-

lows: 

  (10) 

where K is the cell index; 

N is the cumulative cell size; and  

       is the observed number of relevant images in the 

cell. 

Recall gives the ratio of the number of relevant images re-

trieved to the total number of relevant images in the data-

base. 

 

           
                                  

                                    
  (11) 

 

Measuring the recall presents a challenge because the de-

nominator equation (11) is hard to determine. 

 

From Fig. 2, with the cell index increasing, the number of 

relevant images of a returned page will decrease and finally 

drops to zero, and the cell index k when the number of rele-

vant images drops to zero can be calculated as 
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     (12) 

when Zk(N) = 0. In such case, we could regard the data-

base of the search engine as a finite database and thus we 

will be able to determine the total number of relevant images 

for each image search engine. We let Rn be the relevant im-

ages relating to Image Search Engine ISE n, with |Rn| denot-

ing the total number of relevant images in the ISE n: 

     (13) 

 

Most image search engines like Google and Yahoo return 

20 images in a page by default, so we include N = 20 in our 

experiments. But some image search engines like MSN dis-

play the returned images in the form of scroll down, there-

fore, we also take N to be 30 and 40 and try to find how var-

ious N will influence the performance behavior. 

We also let |rn| denote the number of relevant images re-

turned by ISE n at a certain cell index K, which can be esti-

mated as 

     (14) 

 

3. Experimental Results and Regres-

sion Equations 
 

 In our experiments, a total of 150 benchmark queries are 

submitted to the selected image search engines individually, 

and the retrieval outputs of the search engines are recorded. 

The images are evaluated in binary relevance judgement. 

Based on Spink and Jansen’s study [2], evaluating the imag-

es in the first two pages is normally enough and such a find-

ing seems useful for the users who only want to find less 

than forty images, since most of the major image search en-

gines generally display about 20 images in a result page by 

default. However, it is unable to satisfy the needs of the us-

ers who want to search for more and more relevant images. 

Therefore, based on the sample data we have recorded, the 

model should not be so limited. In more general studies, it is 

possible to have varying degrees of relevance for a given 

image, as measured by a number in the interval [0, 1]. In this 

study, we adopt the binary scale 0, 1 for measuring the rele-

vance of an image. 

 

3. Regression Model for Image 

Search Engines 
 

 In our experiments, we average the records of all the 150 

benchmark queries when N is equal to 20, 30 and 40 respec-

tively for each image search engine. The sample data are 

scattered and suitable models are plotted to fit the sample 

data for the image search engines individually. In the follow-

ing, we will present the experimental measurements and 

compare the models for the major image search engines. 

 

3.1.1. Google. Figure 3 gives the experimental results for 

this search engine with N = 20 

 

 
Fig. 3.   Least square curve for Google when cumulative cell N=20. 

 

The sample data are plotted in the scatter diagram, which 

helps to determine if a linear relationship is present. From 

Fig. 3, we see that the linear regression fits the data very 

well. We also find that the standard deviation s equals to 

0.043 and the correlation coefficient r equals to -0.997, 

which indicates an excellent fit of the linear regression mod-

el to the measured points. Moreover, we use hypothesis test-

ing to determine whether the linear regression model is 

meaningful. The model is tested using a significance level of 

α = 0.05, and the result suggests that the hypothesis that β1 = 

0 should be rejected, indicating there is a statistically signifi-

cant relationship at the 0.05 level. This linear regression 

model for the Google image search engine when the cumula-

tive cell size 20 is given as: 

 

     (15) 

 

The linear regression model indicates that the precision of 

relevant images starts at 93.2% and decreases gradually at a 

rate of 0.014 per cell. 
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Figure 4 gives the experimental result for Google with N = 

30. In Fig. 4, the linear regression model is also plotted 

alongside the sample data for N = 30. Here the standard de-

viation s equals to 0.045 and the correlation coefficient r is 

equal to -0.999, which implies that there is a strong relation-

ship between the dependent variable and independent varia-

ble. Moreover, similar hypothesis testing also indicates that 

there is definitely a linear relationship between the number 

of relevant images and cell index. We find that the number 

of relevant images for Google starts with the precision of 

92.8% and then declines steadily at a rate of 0.021 per cell. 

The corresponding relationship is 

 

    (16) 

 

 
Fig. 4.   Least square curve for Google when cumulative cell N=30. 

 

Figure 5 gives the experimental results for Google with N 

= 40. In the scatter plot of sample data for N = 40, the pat-

tern (Fig. 5) fits the sample data very well with s = 0.044 and 

r = −0.998. On the basis of hypothesis testing, we also con-

clude that the relationship of the number of relevant images 

and cell index follows a linear regression. We find that the 

number of relevant images begins 38, and then decreases at a 

rate of 2.1 for every 40 images. 

 

    (17) 

 
Fig. 5.   Least square curve for Google when cumulative cell N=40. 

 

3.1.2. Yahoo. Figure 6 gives the experimental results for 

Yahoo with N = 20. In Fig. 6, we plot the linear regression 

model alongside the scattered sample points. It indicates that 

the linear relationship between number of relevant images 

and cell index is well defined with s = 0.047 and r = −0.967. 

Moreover, based on hypothesis testing with significant level 

α = 0.05, the null hypothesis β1 = 0 should be rejected. It 

means there is a relationship between the number of relevant 

images and cell index. Formula (18) indicates that the num-

ber of relevant images for Yahoo starts with 82.3% relevant 

images and then declines steadily at a rate of 0.015 with 

page steps. 

 

     (18) 

 
Fig. 6.   Least square curve for Yahoo when cumulative cell N=20. 
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Fig. 7.   Least square curve for Yahoo when cumulative cell N=30. 

 

Figure 7 gives the experimental results for Yahoo with N 

= 30. From Fig. 7, the linear regression fits the data very 

well. We also find that the standard deviation s is 0.043 and 

the correlation coefficient r equals to -0.985, which all sug-

gest that the linear regression model has a strong predictive 

strength. Meanwhile, we use hypothesis testing to test 

whether the regression model is meaningful. The model is 

tested using a significance level of α = 0.05, and we find that 

the hypothesis that β1 = 0 should be rejected. The linear re-

gression model for Yahoo image search engine when the 

cumulative cell size 30 is given as: 

 (19) 

 

Figure 8 gives the experimental results for Yahoo with N 

= 40. In Fig. 8, the pattern shows that the linear relationship 

between the number of relevant images and cell index is also 

very good with s = 0.042 and correlation coefficient r = 

−0.986. For Yahoo, the linear regression model when N is 

taken as 40 is: 

     (20) 

 
Fig. 8.   Least square curve for Yahoo when cumulative cell N=40. 

 
Fig. 9.   Least square curve for MSN when cumulative cell N=20. 

 

3.1.3. MSN. Figure 9 gives the experimental results for 

MSN with N = 20. In Fig. 9, the linear regression model is 

plotted alongside the sample data. Mathematically, the linear 

regression model fits the sample data very well in terms of 

the value of the standard deviation s = 0.051 and the correla-

tion coefficient r = −0.987. The hypothesis testing also indi-

cates that there is a statistically significant relationship at α = 

0.05 level. The linear regression model for MSN is: 

     (21) 
 

Formula (22) indicate that the number of relevant images 

decreases by one image for every two cell index steps. 

Figure 10 gives the experimental results for MSN with N 

= 30, where a linear regression model is obvious, with the 

standard deviation s equals to 0.051 and the correlation coef-

ficient r equals to -0.991. It comes down by 1.2 image with 

every cell index increase, and the relationship is: 

     (22) 

 
Fig. 10.   Least square curve for MSN when cumulative cell N=30. 



International Journal of Advanced Computer Technology (IJACT)        
ISSN:2319-7900 

36 

INTERNATIONAL JOURNAL OF ADVANCED COMPUTER TECHNOLOGY | VOLUME 6, NUMBER 4, AUGUST 2017 

 
Fig. 11.   Least square curve for MSN when cumulative cell N=40. 

 

Figure 11 gives the experimental results for MSN with N = 

40. Notice that s equals to 0.050 and r equals to -0.990, sug-

gesting that the number of relevant images has a strong line-

ar relationship to cell index. On the basis of hypothesis test-

ing, this model is significant at the α = 0.05 level. Therefore, 

MSN starts the precision of number of relevant images from 

76.8%, which is the smallest among all the image search 

engines, and it decreases at a rate of 0.031 with every cell 

index increase. It drops quicker than Yahoo but at the same 

rate as Google. The relationship is: 

     (23) 
 

Based on Formulas (16), (17), (18), (19), (20), (21), (22), 

(23) and (24), we arrive at an unified linear regression model 

which may be able to be used to investigate the distribution 

of the number of relevant images for general image search 

engines in terms of different N. The generic regression equa-

tions are: 

    (24) 

     (25) 

     (26) 

 

In accordance with hypothesis testing, if these linear regres-

sion models are meaningful and significant at the α = 0.05 

level. However, how well the unified linear regression mod-

el can predict the number of relevant images for all the im-

age search engines will be analyzed using in the next sec-

tion. 

 

3.2. Accuracy Test for Regression 

Model 
 

 To compare across engines and to compare the effect of 

different cell sizes, a total of 15 benchmark queries, one 

from each of the 15 topics is randomly selected from Table 

1, and they are used to test the forecasting accuracy of the 

model. The Mean Absolute Error (MAE) is used to measure 

the accuracy of a model and it is a common measure of fore-

cast error in time series analysis. MAE is a quantity used to 

measure how close forecasts or predictions are to the even-

tual outcomes: 

     (27) 

where fi is the predicted value, and yi is the true value. 

Since the cell size would have a bearing on the error range, 

some normalization is necessary for comparison purpose. In 

particular for N = 20, the maximum error range is [0, 20], 

and for N = 30, the error range is [0, 30]. In general, the er-

ror range is [0, N] for a cell size of N. Thus, for meaningful 

comparison, we normalize the error range to [0, 1] so that we 

replace ei by 
  

 
 . Effectively, this is using: 

     (28) 

where N is the cumulative cell size. As we know, the smaller 

the MAE the better the model is. 

 

Table 2 shows the accuracy of the prediction results which 

exhibit good performance in predicting the image search 

engine behavior. These experimental results indicate that the 

linear regression model could estimate the number of rele-

vant images for Google better than Yahoo and MSN, no 

matter using individual linear regression model or the uni-

fied linear regression model; meanwhile, the performances 

of Yahoo and MSN are similar. The values of MAEnorm are 

0.0032, 0.0021 and 0.0016 for Google for N = 20, N = 30 

and N = 40 respectively. The corresponding errors for Yahoo 

are 0.0065, 0.0051 and 0.0033, and those for MSN are 

0.0083, 0.0055 and 0.0042. From these observations, we see 

that N = 40 yields the lowest error. Using N = 40, we com-

pute MAEnorm for the three search engines and the results are 

shown in the last three columns of Table 2. According to 

Figure 11, we see that using the unified linear regression 

model, the values of MAEnorm for MSN has improved from 

0.042 to 0.038, while the value of MAEnorm for Yahoo im-

proves slightly from 0.033 to 0.031. However, the value of 

MAEnorm for Google sees a slight increase. Thus, we can 

conclude that individual linear regression model will be bet-

ter for predicting the performance of each image search en-

gine, and such a model is able to give good and robust pre-

diction of image search performance. Nevertheless, it is still 

convenient to use a unified linear regression model to predict 

all the image search engines performance since the values of 

MAEnorm are quite acceptable. 
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3.3. Comparison of the Predictive Be-

havior for Images Search Engines 
 

 Figure 12 compares different image search engine perfor-

mance N = 40. For instance, the precision of Google is com-

puted as follows, when the cut-off point is 6 and the cumula-

tive cell size is 40, 

 
Google retrieves the greatest number of relevant images at 

all cut-off points; its best precision rate is 87% at cut-off 

point 2 and decrease gradually to 61% at cut-off point 12. 

Yahoo comes second. It retrieves more relevant images than 

MSN at all cut-off points and it declines at a rate of 1.8, 

which is smaller than Google and MSN. The precision ratio 

of MSN is the lowest at all cut-off points among all tested 

ISEs; however, the precision is still good enough with 70% 

at cut-off point 2 and over 43% at cut-off point 12. 

 

 
Fig. 12. Precision for ISEs at various cut-off points 

 

3.4. Recall Performance 

 

 It is also useful to examine the recall behavior. The per-

formance of different image search engines is compared in 

terms of recall for 400 returned images. For example, for N 

= 40, the recall for Google is computed below, 

 

 
where  

  
  
  

 
     is the first page that has zero relevant 

images. 

For N = 40, the recall for Yahoo is computed below, 

 

 
For N = 40, the recall for MSN is computed below, 

 
Using the unified model, we have: 

 
 

where       signifies the average value of         for the 

three search engines. From these, we see that MSN provides 

significantly better overall recall compared with the other 
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two engines, while the overall recall rates of Google and 

Yahoo exhibit a slight difference of less than one percent. 

They are plotted in Figure 13. 

 

 
Fig. 13. Recall for ISEs with 400 returned images 

 

It is interesting to examine ρk, the marginal recall at k, and 

observe how it changes with different cell index, 

 
 

where |R| is the total number of relevant images estimated 

by the regression method. These are plotted in Figure 14. It 

is interesting to see that the marginal recall also follows a 

linear curve, describable by the following equations respec-

tively for the three search engines, 

 

 
Fig. 14. Marginal Recall for ISEs with 400 returned images 

 As indicated earlier, most searches tend to only examine 

the first few pages, and we see that certainly for the first few 

pages of the results, MSN outperforms Yahoo, which in turn 

outperforms Google. It is noteworthy that the opposite order-

ing of the three search engines is true in the case of precision 

(Fig. 12). This seems to confirm the principle that simulta-

neously optimizing both the recall and precision is not pos-

sible. The unified recall equation is 

 

     (33) 

 

 From these results, it is possible to conclude that for image 

discovery, where one is not specific about retrieving particu-

lar images and where precision is emphasized, Google pro-

vides the best performance. On the other hand, for image 

recovery, where one is specific about retrieving particular 

images and where recall is being emphasized, MSN provides 

the best performance. 

 

4. Conclusion 
 

 Most image search engines tend to return an inordinate 

number of images which the engines present as relevant, but 

actually, quite a proportion of such images are not relevant. 

To predict the distribution of relevant images over the re-

turned results for image search engines, we develop a re-

gression model to allow their behavioral properties to be 

represented. We find that the regression model is able to 

furnish relatively accurate and useful prediction of search 

behavior, and regression equations are provided for describ-

ing both the precision and recall behavior. Consequently, the 

results of this research will have a direct bearing on future 

search engine design as well as providing informative guid-

ance to users on the retrieval of relevant images, allowing 

them to optimize their strategy in the recovery and discovery 

of images. 
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Table. 1.  Benchmark Query List 

 
 

 

 
Table. 2.  MAE for Different Image Search Engines 

 


