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Abstract  
 

In this study, the estimation of overall snowfall occurring 

region resulting from flight runway area with (heavy), (me-

dium) and (light) snowfall as a background situations.   

The output from the proposed methods implemented in this 

work predicted the estimation of overall snow fall coverage 

area and density of the snow fall occurrence and identify the 

best geographic location to land the flight. Several assess-

ment methods investigated such as binarization of the image,  

RGB to Gray Conversion and  removal of noise using medi-

an filtering. The proposed methodology reveals the splitting 

of snow fall region using density based segmentation, and 

clustering the pixels using density grid based clustering with 

scaling factors. The results of the above estimates are pre-

sented and compared to efficiency of the proposed method-

ology. 

 Final objective is to identify the suitable cluster density for 

landing the flight with respect to minimum density region 

and size for different sets of images in the snowfall occur-

rence area. The efficiency of the proposed methodology 

have been compared with DBSCAN and Data Grid algo-

rithm with respect to memory usage and running time of the  

algorithms for different sets of aerial images. 

 

Keywords — Binarization, Clustering, Data Grid, Density, 

DBScan, Image Scaling factors. 

 

Introduction 

 
The proposed methodology begins with the Image Acquisi-

tion and image pre-processing techniques. The image acqui-

sition can be used to load the aerial images  can be gathered 

from  various flight runway area with snowfall as back-

ground situations. he  images are stored in RGB color mod-

el, each colour appears in its major spectral components of 

red,green,and blue. The colour of a pixel is made up of three 

components; red, green, and blue(RGB), described by the 

corresponding intensities. In the RGB colour model, a colour 

image can be represented by the intensity function. 

              I RGB =(AR ,AG ,AB)                                        (1) 

Where AR(x,y) is the intensity of the pixel (x,y) in the red 

channel, AG(x,y) is the intensitty of pixel (x,y) in the 

greenchannel, and AB(x,y) is the intensity of pixel (x,y) in 

the blue channel. The intensity of each colour channel is 

usually stored using eight bits,which indicates that the quan-

tization level is 256.   

The Image Processing involves an assortment of steps name-

ly; Image preprocessing, Restoration, Analysis and Com-

pression. Pre-processing includes numerical correlation and 

radiometric correlation. The associated image is then fed for 

re-establishment task.  

In this research work,  an aerial digital images  can be gath-

ered from various flight run way occurrence with snowfall as 

background situations.  

The organization of the paper is structured as follows. Chap-

ter 2 explains about the research problem and Data for Re-

search .Chapter 3 demonstrates the proposed methodology 

for DBSCAN clustering. Chapter 4 reveals the Results and 

Discussion  for density clustering techniques. Finally, Chap-

ter 5 concludes the paper. 

 

About the Research Problem 

 
From a risk organization position, snow on the runway is the 

foremost cause of snow-linked aircraft mishaps. Most mis-

haps occur throughout the landing phase, but snow is also 

known to bite pilots throughout takeoff and taxi operations. 

Earlier than taking the runway, it is forever best to remain 

for snow removal to occur, but not all little unattended air-

ports have that ability.  

 

Data For Research 

 

In this research work,  an aerial digital images  can be gath-

ered from  various background situations  with  7.2MP reso-

lution. The original images where resized to a lower resolu-

tion of approximately 457x630 pixels so the algorithms cho-

sen can process them more efficiently. 

Figure 1 (a) and (b) shows the image datasets used for this 

study. 
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Fig 1(a) set1 image with snow 

 
                   Fig 1(b) set2 image with snow 

Proposed methodology -Need  for DBSCAN 

Clustering 
In order to identify the best density location to land the 

flight, there is a need to segment the region using black and 

white pixels. Snowfall appearance region are considered as 

black pixels(1’s). Area other than snow are considered as 

whitepixels(0’s). The problem of segmenting the snowfall 

region pixels is difficult when the clusters are of dissimilar 

size, density and shape. Many of these issues become even 

more considerable when the data is of very high dimension-

ality and when it includes noise and outliers. 

DBSCAN Clustering Implementation 

To clusters a dataset, our DBSCAN implementation starts by 

identifying the k nearest neighbours of each point and identi-

fy the farthest k nearest neighbour (in terms of Euclidean 

distance)1. The average of all this distance is then calculat-

ed. After that, for each point of the dataset the algorithm 

identifies the directly density-reachable points (using the 

Eps threshold provided by the user) and classifies the points 

into core or border points.  

Pseudocode steps for DBSCAN clustering 
1) Start with an arbitrary starting point that has not been 

visited. 

2) Extract the neighborhood of this point using ε (All points 

which are within the ε distance are neighborhood). 

3) If there are sufficient neighborhood around this point then 

clustering process starts and point is marked as visited else 

this point is labeled as noise (Later this point can become the 

part of the cluster). 

4) If a point is found to be a part of the cluster then its ε 

neighborhood is also the part of the cluster and the above 

procedure from step 2 is repeated for all ε neighborhood 

points. This is repeated until all points in the cluster is de-

termined. 

5) A new unvisited point is retrieved and processed, leading 

to the discovery of a further cluster or noise. 

6) This process continues until all points are marked as visit-

ed. 

DBscan Clustering  Flowchart 

The following diagram(2) represents the flowchart for densi-

ty based clustering for grouping of snowfall region accord-

ing to black and white pixels in the flight runway area.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                 yes               no         

                                                        

 
fig 2 DBscan clustering flowchart 

 
The main procedures of the module that implements the 

DBSCAN algorithm are: 

start 

Runway Image acquisition 

Estimating No.of clusters 

Calculate neighbourhood size 

Estimate the distance of points from 

neighbourhood 

Cluster the core points based on mini-

mum distance 

No modification in 

center pixels 

end 
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1.CheckDirect Density Reachable Points() that identify the 

total no. of black pixel points,  

2. FindClusters() that start to classify the points into clusters 

with the support of the GetDensity Reachable Points() pro-

cedure that identify the black pixels with similar size.  

3. VerifyClusters() procedure that verify the composition of 

the nearest best density clusters to land the flight safely in 

snowfall occurrence area.. 

DBSCAN Mathematical Model  

Consider  a various aerial digital images (n)  can be gathered 

from flight run way occurrence with snowfall as background 

situations. To clusters a dataset, our DBSCAN implementa-

tion starts by identifying the k nearest neighbours of each 

point and identify the farthest k nearest neighbour (in terms 

of Euclidean distance ki).  

Method for finding value of Euclidean distance  ‘ki’  

To find the value of ki automatically, consider a image da-

taset with n points. First we will have to find out all the 

points average one to all other points distance to other 

points.  

Let’s consider O1 and O2 be two objects from the aerial 

digital images from the universe of possible objects. 

The distance between O1 and O2 is denoted by distance 

(O1,O2) or d(O1,O2). 

The joining or tree clustering method uses the 

disimimalrities or distance between objects when forming 

clusters.  It can be represented using Euclidean distance as 

follows. 

 Euclideandistance(Oi,Oj)=2sqrt(Ʃ
n
(Oik–Ojk)

2      
(2)

                                                        
                             

= sqrt(5-3)2  + (6-9)2 + (4-3)2 + (9-2)2                        

=8.25 cm      

The average of all this distance is then calculated. After that, 

for each point of the dataset the algorithm identifies the di-

rectly density-reachable points (using the Eps threshold pro-

vided by the user) and classifies the points into core or bor-

der points.  

Method for finding value of Average distance  ‘ai’  

This distance is simply the average difference across dimen-

sions. It can be represented using the following formula. 

Distance (Oi,Oj) = 1 / n Ʃ 
n
 | Oik – Ojk |                         (3) (3) 

= I / 4 ( |5 – 8| +|6-9|+|4-3|+|9-2| 

                         = 3.5 cm 

Method for finding  ε -Eps  value  

Let x and y be objects in Fd, a d – dimensional input space 

for the image dataset and F be the influence function of data 

object y on x is a function,  

            Fb 
y
 : f

d
 -> Ro+, which defines in the terms of a basic 

influence function fb 

                       Fb
y
(x) = fb(x,y)                                       (4)    (4) 

In principle, the influence function can be an arbitrary func-

tion that can be determined by the distance between two 

objects in a neighbourhood. 

Euclidean distance can be used to compute a square wave 

influence function, it can be represented as follows. 

                 Fsquare (x,y) = { o if d(x,y) > σ   { 1 otherwise  

                 Or a Gaussian influence function, 

                 Fgauss(x,y) = e – d(x,y) 
2
 / 2 σ 

2                       (5)
 

The density function at an object or point x ε Fd, the density 

function at x can be defined as 

  Fb 
d
(x) = Ʃ n 

i=1
 fb 

xi
 (x) = fb 

x1
(x) + fb 

x2
(x)...+fb

xn
(x) (6) 

 

Method for determining Minpts values  

After determining the different Eps values, there is a need to 

estimate the value of the MinPts is the immediate and  ur-

gent task. So firstly, the number of data objects in Eps 

neighborhood of every point in dataset is calculated one by 

one. And then mathematic expectation of all these data ob-

jects is calculated, which is the value of MinPts.  

Minpts = 1/n Σ
n 

i=1 Pi (6) 

Where pi is the number of points in Eps neighborhood of 

point i. So for each different value of Eps we will get corre-

sponding Minpts value. 

Method for finding value of ‘k’  

To find the value of k automatically, consider a dataset with 

n points. First we will have to find out all the points average 

one to all other points distance to other points. Let’s consider 

one point and find distance to all the other points from it and 

average it to find the average distance. 

D (Pi) = Σ
n
 i=1 distance (Pi  2i) / 2(n-1) (7) 

Here, d(Pi)=Average distance from Pi to all other points in 

the data set.  

And determine the d(Pi) for all Pi and  avg(d). Which is the 

average of all d(Pi) which is required to find out the Target 

Point (Ti) .,  

                           Avg(d) = Σ
n
 i=1 d (Pi ) / n                      (8) (9) 

For every Pi in the datasets we will draw a circle and the 

centre of the circle will be the points itself means Pi, and the 

radius of each circle will be the avg(d). So area of each cir-

cle will be same. Here we conceive only the circumference 

of each circle.  

Here,  

Pi=Subjective Point or Centre of the Circle  

r =avg(d) (Radius of each Circles.)  

For every circle we have to determine the closest point 

which is nearest to the circumference of each circle by the 

following equation 

                     min| (distance ( r – xi )) |                           (9)  (10) 
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Xi is the point which has minimum distance from the cir-

cumference of a particular circle for the corresponding Pi 

which is the centre of that circle. 

 Ti(Pos)=Position of the Ti relative to the Pi of a particular 

circle.  

If there is more than one mode then there is a necessity to 

compute the mean of maximum repeated Ti(Pos)s or modes. 

Mode of Ti(Pos) is basically our expected value of parame-

ter K in the K-dist plot . 

 

IV. RESULTS AND DISCUSSION 

DBSCAN then iteratively collects directly density-reachable 

objects from these core objects, which may involve the 

merge of a few density-reachable clusters. The process ter-

minates when no new point can be added to any cluster. 

The following diagrams(3) and ( 4) illustrates the Original  

image of snowfall runway area before clustering and after 

clustering with eps and minpts value. After clustering the 

snowfall area, the image scaling factors are estimated. In 

order to determine the density of the snowfall area, eps and 

minpts values are been estimated using DBSCAN algorithm.  

 
Fig 3 original aerial image 

 

Fig 4  DBSCAN  clustered image 

Using the binarization  and scaling factors of the image, 

snowfall appeared region are estimated as black pixels(1’s) 

and other area are considered as white pixels(1’s). The fol-

lowing figure represents the estimation of black pixels 

41,236 and snowfall density clustering height 0.0024250 mts  

and total snowfall coverage area 0.989688 hectares respec-

tively. 

After segmentation and clustering of image, then the image 

is ready for the estimation process such as image scaling and  

total are calculation. The following fig (5) and (6) represents 

the snowfall density clustering  height, total no.of black pix-

els and total area coverage of snowfall occurrence in flight 

flyover area. Hence the overall snowfall occurrence area can 

be calculated using the following formula,Total occurrence 

of snowfall Real area = primary area * m. 

Image scaling(I) =  focal length(fl) of the camera  /   

height(h) of snowfall clustering. 

 

          Fig (5) DBSCAN estimation of eps and minpts for aerial 

image dataset1 

 

 
Fig 6  DBSCAN estimation of snowfall density and primary 

area coverage 

  

V  CONCLUSION & FUTURE WORK 

This chapter briefly describes the proposed methodology 

which is useful for analyzing and estimating the cluster seg-

mentation of snowfall area using  DBSCAN algorithm.  The 

performance of algorithm was analyzed from the estimating 
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the black pixels in snowfall area  with heavy snow/ medium 

snow and ordinary snow using DBSCAN algorithm. The 

true image binarization and black pixels Count are estimated  

using binary conversion technique. The proposed design can 

be used for analyzing the density of snowfall occurrence and 

estimated the spread over circumference area of snowfall 

region , and a framework of methodology has been devel-

oped for analyzing the aerial image sequence for a step by 

step process. Regarding the possibilities of future research 

on the same lines, the current research can be extended to 

and evaluate the work in the following areas: 

1. Extend the system to estimate the density of snowfall region 

and estimate the total coverage of snowfall region. 

2. Extend the proposed methodology focal length of the camera 

above 100mm. 

This promises a great scope for further research on these 

lines. 
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