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Abstract  
 

In recent years, Internet Protocol Television (IPTV) has 

been widely deployed, where Quality of Experience (QoE) is 

a critical factor for customers’ satisfaction because the na-

ture of IPTV is a delay sensitive service. To achieve this 

goal, channel zapping is one of QoE factors. This paper pro-

poses a fast channel zapping prediction model based on 

practical user’s behavior for reducing IPTV channel zapping 

time. As a result, the proposed scheme can efficiently reduce 

channel zapping time based due to higher prediction hit rate 

with the considered user’s prediction model. 

 

Introduction 
 

 In recent years, Internet Protocol-based Television (IPTV) 

has been widely deployed around the world[1]–[3]. The 

commercial IPTV system architecture is shown as Figure 1, 

where IPTV headend provides the channel content and 

channel content streaming flows are transmitted through 

First Hop Router (FHR), core network, Least Hop Router 

(LHR) and reach the end users with access networks. IPTV 

is a delay sensitive service, in which Quality of Experience 

(QoE) is a critical factor for customers’ satisfaction[1], [4]. 

Unlike traditional broadcasting TV channels, IPTV only can 

transmit favorite or required channels over the network be-

cause network bandwidth is limited and desired QoE level 

needs to meet. Channel zapping time (CZT) is one of QoE 

factors for IPTV due to channel zapping will introduce delay 

time when the channel is requested and transmitted from 

head end to customers[4]–[8]. In IPTV network, multicast is 

a popular transmission protocol as shown in Figure 2, in 

which routers use Internet Group Management Protocol 

(IGMP) to manage a group relationship that some end users 

watch the same channel and there is one copy of channel 

content in core network and the edge routers will duplicate 

the channel content to each end user according to the chan-

nel group relationship. In last decade, a lot of researches for 

channel zapping (also knows change, selection, surfing) 

have been studied. These research paper reduce channel 

zapping time based on video structure, network architecture, 

user’s preference and behavior, and network or device buff-

ing techniques, in which the proposed methods to reduce  

 

channel zapping time can be divided into five steps as shown 

in Figure 3. In order to simulate practical user’s channel 

zapping behavior, this paper defines a user’s behavior model 

based on the button operation of a conventional remote con-

trol. A transient state is defined between channel zapping 

states, each state defines a user’s channel zapping using the 

specific function button on the remote control, such as user’s 

favorite buttons, user’s preference buttons, popular channel 

buttons, and up/down buttons.  

The objective of this paper is to meet the practical user’s 

channel zapping behavior and proposes a user’s prediction 

model to reduce channel zapping time. The results of analy-

sis and simulation show that the proposed paper can achieve 

a higher channel hit rate and less request blocking rate than 

previous works [9] and [10], in other words this study can 

reduce channel zapping time for IPTV service and promote 

QoE. 
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Figure 1. The basic configuration of IPTV service 

 

Related Work 

 
 In recent years, many studies have been proposed to re-

duce channel zapping based on different considerations that 

include video structure, network architecture, user’s prefer-

ence and behavior, and network or device buffing techniques. 
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Figure 2. Multicast over IPTV service 
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A host agent performs the function of IGMP proxy is pro-

posed to process that users use Up/Down buttons to change 

IPTV channels, therefore the host agent joins the adjacent 

channels in advance to reduce channel zapping time . In or-

der to reduce the network latency of prejoin channels, a 

method is proposed to use Set Top Box (STB) buffers to 

store prejoin channels. Some studies propose channel zap-

ping reduction methods that adopt the nature of H.264 codec 

to reduce network latency and buffer usage. A study consid-

ers the relationship of channel popularity with geometric and 

time. Local service headend transmits the corresponding 

popular channels in advance to the neighboring node accord-

ing to the time period. If user has a zapping to popular chan-

nels, the network delay will be decreased because of the 

requested channel has been transmitted to neighboring 

node[5], [9], [11], [11]–[20]. In mobile IPTV network, some 

studies have proposed to reduce channel zapping time using 

the nature of Wifi or mobile telecommunication [19]. 

Previous works do not consider user’s practical operation 

behavior and preference. In this paper, we also adopt pre-

join method to store some channels in advance, but this pa-

per consider user’s temporary behavior as shown in Figure 

4. The definition of user’s temporary behavior includes two 

situations. One situation is that the user uses different func-

tion on the remote controller and STB just pre-joins the 

same kind of adjacent channels. The other situation is that if 

STB need not to consider user’s behavior has a temporary 

change, these pre-joined channels not only can’t shorten 

channel zapping time but also occupy network bandwidth 

resource. 

Client

Client

 

Channel (n
-1)th

、

Channel (n
)th

 、

Channel (n
+1)th

Channel (p-1)th
、

Channel (p)th
、

Channel (p+1)th

Use other function 

button on remote 

controller

Use the last 

function button 

 
Figure 4. User’s temporary behavior 

 

The proposed scheme 
A. System Architecture 

This paper defines the functions in the remote control-

ler and STB will pre-join some channels according to func-

tions include: B1: One’s own choice button which means 

user can use number button to make a channel zapping. B2: 

Personal preference button which means user can define 

some preference channels. B3: Up/Down button that user can 

use this button to watch the previous or next one channel. 

The last functional button is B4: Popular channel button that 

STB will get the popular channel list from edge router which 

will sort each channels by the number of watching users and 

send this popular channel list to each STB. In the propsed 

system, several states are defined to represent the user’s be-

havior transition. Table 2 shows the definition of each state 

and the relative channels which will be pre-joined at each 

state and Table 3 illustrates the notation of probability which 

will be used in our scheme. In addition to 1S , each other 

state will pre-join the same kind of the adjacent channels and 

whether the transient state pre-joins channels is decided by 

the prediction of user’s behavior. In order to save the band-

width for uncertain user’s behavior, when user transits to 
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state 1S  and user uses “One’s own choice button” to make a 

channel zapping and STB can’t predict what the next chan-

nel user wants to watch is so STB doesn’t pre-join any chan-

nel. 

 
Table 1. State definition and Related projoin channel 

State Pre-join channels Representation  

User’s own 
choice 
channel 
State 

STB only receive the user requested 
channel 

1S
 

Preference 
Channel 
State 

STB requests the user pre-

fers ththth uuu )1(,)(,)1( 
channels. 

2S
 

Up/down 
Channel 
State 

STB request the ththth nnn )1(,)(,)1( 
 

three channels 

3S
 

Popular 
Channel 
State 

STB request 

the ththth ppp )1(,)(,)1( 
popular chan-

nels. 

4S
 

Transient 
State 

The pre-join channels in transient 

state are decided by prediction of 
user’s behavior. 

jijiT ji  ,4~1,4~2,
 

 

Table 2. Notation of probability 
Notation The definition of probability 

Px, {x} ∈ {Si ,Ti-j} The probability of each state 

Px-y, {x,y} ∈ {Si ,Ti-j} 
(i=2~4,j=1~4,i≠j) 

The probability of the user’s behavior that 

transits from state x to state y 

 

According to the states as defined in Table 1, figure 5 de-

scribes the state transition diagram to model user’s zapping 

behavior. There are nine transient states 

jijiT ji  ,4~1,4~2,  between user’s transitions 

from state 4~2, iSi  to state jijS j  ,4~2, used to pre-

vent user’s temporary behavior. When users change channel 

zapping behavior such as user uses “Up/Down button” to 

make a zapping in the beginning, but changes to “Popular 

channel button” suddenly, then there is a transition from 

state 3S  to transient state 43T . In order to increase the chan-

nel hit rate, state 1S which will transit to 4~2, iSi  directly 

without entering any transient state. When user’s behavior 

transits to each transient state, there will execute a user’s 

behavior prediction to decide what type of channel will be 

pre-joined. Following is the user’s behavior prediction pro-

cedure. 
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Figure 5. User’s behavior transition diagram 
 

B. User’s behavior prediction 

In order to make a user’s behavior prediction, the collec-

tion of the user’s behavior information is required to consid-

er the user’s behavior probability distribution. According to 

the user’s behavior probability distribution, STB can make a 

prediction when user’s behavior has a suddenly change. As 

shown in figure 6, an example is illustrated to the prediction 

procedure. At the initial step1, user’s behavior is at 

state 4~2, iSi  and user transits to transient state jiT  when 

user uses the function button corresponded to 

state jijS j  ,4~1, at step2. And then STB will com-

pare
iji STP ,
which means the probability of backing to iS and 

jji STP ,
which means the probability of going to jS at step3 to 

decide what is the user’s behavior prediction of STB in tran-

sient state is like iS or jS . We will give the analysis and 

simulation result of our proposed scheme in next section. 

 

Analysis and Simulation Results 
A. User’s behavior probability estimation 

As a result, STB cannot recognize the user’s behavior dis-

tribution, therefore STB needs a criterion to summarize the 

collected user’s historical record. In the proposed scheme, 

we use Maximum Likelihood Estimation (MLE) [9] to 

summarize user’s behavior probability distribution. Follow-

ing is the inducting procedure. 
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1). Given the collection of user’s behavior at transient 

states. 

A random vector is defined as ']   [
4321 BBBBB NNNNN  , 

and 4~1, iN
iB is the random variable of the times of each 

button used after several channel zappings. A sample vector 

is defined as ']   [
4321 BBBBB nnnnn  and 4~1, in

iB is the 

sample value of 4~1, iN
iB to indicate the historical record 

after n times for channel zapping at transient state. 

 nn

i

Bi




4

1

  (1) 

 

2). The conditional PMF of nB  

a random vector is defined 

as .,4~1,4~2  ,]'   [
4321 ,,,, jijiPPPPP STSTSTSTX jijijiji




and 

4~1,, 


kP
kji ST  is the random variable of the user’s behav-

ior probability distribution of the transient state. A sample 

vector is defined as ]   [ 4321 pppppx  and 4~1, ipi  is 

the sample value of 4~1,, 


kP
kji ST  to represent user’s be-

havior at transient state. 

 1

4

1


x

xp  (2) 

 

For any xX pP  , the conditional PMF of nB is shown as 

following. 
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3). The MLE of user’s behavior probability distribution 

given NB=nB. 

The value of eq. 3  is expected to satisfy the n times for 

channel zapping properly therefore a partial differentiation is 

made on 4~1, ipi  separately shown as eq. (4). The gen-

eral solution is induced with eq. (1) and (2) to introduce eq. 
(5). 

 

4~1),,,,|,,,(maxargˆ 4321|]1,0[_ 4321
  xppppnnnnP)(np BBBBpnpBMLx xBxx

(4) 

 

n

n
p

n

n
p

n

n
p

n

n
p

BBBB 4321
4321 ˆ ,ˆ,ˆ,ˆ                                    (5) 

 

 The general solution is shown as eq. (5) to summarize the 

user’s probability distribution in the simulation. 

 

B. User’s behavior probability estimation 

In order to estimate channel zapping time [9], the proba-

bility of each state are required to calculate, as shown in 

figure 5. The transition probability of each state is given 

such as kjkjPiP
kjjii TSSS 


 ,4~1 ,3~2 ,  ,4~1, ,, and 

jikjiP
kji ST 


 ,4~1 ,4~1 ,4~2 ,, . Eq. (6) is the general set 

of ratio balance equation listed by p [9], [10] to 

calculate the value of 4~1, iP
iS  and 

jijiP
jiT 


,4~1,4~2, when the state transition diagram is 

at steady state. 
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C. Channel Zapping Time and Bandwidth 

Utilization 

After calculating the probability of each state in the user’s 

behavior transition diagram, the analytical channel hit rate 

and bandwidth utilization need to estimate. Table 4 shows 

the parameter definition used in the performance analysis. 
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Table 4. Parameter definitions 
Parameter  Definition  

P
hit

 The probability of  the prediction meets user’s behavior 

(Channel hit rate)  

P
un-hit

 The probability of  the prediction doesn’t meet user’s be-
havior  

D
hit

 The channel zapping time that the prediction of STB meets 

user’s behavior is about 25ms[18] 

D
un-hit

 The channel zapping time that the prediction of STB 

doesn’t meet user’s behavior is about (725ms[18]+network 

delay) 

1_ SpredictP  The probability of  the STB only request one channel 

BnChannel The bandwidth requirements of n channels  

 

1). Channel Zapping Time Estimation: 

In the channel zapping time estimation, the expected value 

of average channel zapping time needs to be considered. 

Two cases are considered for the estimation. The first cast is 

that channel request matches the pre-joined channels with its 

corresponding delay and the other case is that the channel 

request doesn’t match the pre-joined channel as shown in eq. 

(7). 

  

)1()(  hitun-hithithit - P  + DP DtimezappingChannel  (7) 

 

There are two cases considered in channel hit rate (Phit). 

The first case indicates that user continues to use the same 

functional button except for “User’s own choice button”. 

The second case indicates the prediction of user’s behavior 

at the transient state is correct and STB has pre-joined chan-

nels in advance shown as eq. (8). 
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2). Bandwidth Estimation: 

In the bandwidth estimation, the bandwidth utilization is 

considered for one user in the system. Because the proposed 

scheme will not pre-join channels when the current state 

is 1S or the predicted behavior at transient state is like 1S , the 

probability of state 1S and transient states 4~2,1  iTi , in 

which user’s behaviors have been predicted as 1S  shown at 

eq. (9). 
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Two cases considered in 
1_ SpredictP

. 
The first case is the 

current state is 1S and the second case is the predicted behav-

ior at transient state is like 1S  shown at eq. (10). 
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D. Network delay estimation 

If the requested channel is not in the pre-joined channels, 

there is a network delay needed to be considered in channel 

zapping time estimation. Because IPTV network is a hierar-

chical network, we assume there are 1000 channels and the 

delay of each hop is 100ms and there are 500 clients under 

an Access Network Device (AND) showed like Fig.7. 
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Figure 7. IPTV hierarchical struture. 

 

Because the popularity of each channel is different, Zipf 

probability distribution needs to be applied to the popularity 

of each channel to give the probability that a channel will be 

watching [21]. The definition of Zipf distribu-

tion NiiKif ~1,/ 


, N is the number of channels and K 

is applied to let the summation of popularity of each channel 

equal to one. We apply the popularity fi  of each channel to 

estimate the possible channels at each network device. E.g. 

the possible channels at AND is 210))1(1(

1




N

i

p
iAND fCH (p 

is the number of users) [18] which means the expected value 

of there is at least one user watching all of channels. Eq. (11) 

shows the average network delay DelayAVG. 
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DelayAVG is estimated by the probability of the requested 

channel at one of the network devices with the correspond-

ing network delay. 

 

E. Simulation environment 
Figure 8 shows the simulation environment. The downlink 

bandwidth is 1Gbps from edge router to building gateway 

and the bandwidth consumption of one channel is 3Mbps[9], 

so the maximum loading of our simulation environment is 

333 channels and if the channel request is out of the loading, 

the request will be blocked. This paper defines personal 

preference channel for each user and building gateway will 

sort the channel by the number of watching users to get the 

popular channel list and the list will be transmitted to user’s 

STB. In order to let the channel zapping request to be closer 

to reality, the user whose request was blocked will have high 

priority to make a channel zapping again and the user who 

watches the channel which is not in the preference channel 

list or popular channel list will have a medium priority to 

make a channel zapping than other users. 
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Figure 8. The IPTVsystem architecture in the simulation 
 

F. Results 

1) Compare the analysis and simulation under one user:  

Figure 9 illustrates the comparison of analysis and simula-

tion with increasing
iji STP ,

. Simulation result is closer to 

analysis result and the average absolute related percentage 

error [22] ( %100
)(





Simulation

AnalysisSimulation
ARPE ) is 

1.4% which means the simulation program is correct. Table 

4 shows the default value used in simulation and analysis. 

Because of the unit step function of eq. (8), there is a jump 

point at 45.0, 
 iji STP . And we can see from Fig. 9 that the hit 

rate shows a concave-shaped distribution and the lowest 

point is at 


45.0, iji STP . Since
ijijji STST PP ,, 9.0


 , 

jji STP ,
and

iji STP ,
share 0.9, if 45.0,, 

 ijijji STST PP , user’s 

behavior has no tendency to 
jji STP ,
or

iji STP ,
. For the reason 

we mentioned above, if user’s behavior at transient state 

exists an obvious tendency to 
jji STP ,

or
iji STP ,

, STB will 

have more probability to make a proper prediction. 

 
Table 4. Default value of the figure 9 

Parameter Default value 

4~2,, iP
ii SS

 
0.5 

11 ,SSP
 

0.3 

jijiP
jii TS 


,4~1,4~2,,

 
3/)1( , ii SSP

 

jji STP ,  0.9- iji STP ,  

Experiment trials 1000 

 

 
Figure 9. Compare the analysis and simulation result at the 

different ratio of surfing back 
 

2) Use’s behavior probability distribution modification:  

Figure 10 shows the user’s behavior probability modifica-

tion process by MLE. Because user’s STB doesn’t recognize 

what user’s behavior is, STB need warm-up time to collect 

user’s behavior at each transient state to modify the user’s 

behavior probability distribution. Table 5 is adopted to be 

the default user’s behavior probability distribution and the 

user’s behavior prediction becomes more accurate and close 

to the analysis result after many times of channel zapping. 

 
Table 5. Default value of user behavior 

Parameter Default value 

4~2,, iP
ii SS

 
0.5 

11,SSP
 

0.3 

iji STP ,  
0.7 

jji STP ,  
0.2 
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Figure 10. User’s behavior probability distribution modifica-

tion compares with analysis under increasing CZT 

 

3) Channel hit rate at STB  

Figure 11 shows the channel hit rate at STB under multi-

ple users and the default values are showed in Table VII. 

Under multiple users, STBs still need warm-up time to learn 

user’s behavior, so the average channel hit rate will increase 

apparently and close to the analysis result. We can see from 

Fig. 11 that our solution has much higher channel hit rate at 

STB than only pre-join adjacent channels [9] and untreated. 

 
Table 6. Default value of simulation under multiple users 

Parameter Default value 

Number of channels 1000 

Number of users 500 

Total zapping times 500000 

Max channels loading of gateway 333 

 

 
Figure 11. STB channel hit rate compares with analysis and the 

reference 9 

 

Figure 12 shows the channel hit rate comparing with [9] 

and untreated. When the user increases, the channel request 

will be more diversified therefore the condition of channel 

request blocked by building gateway will increase and the 

channel hit rate at STB will decrease. 

 

 
Figure 12. Channel hit rate compares with the reference 9 un-

der different number of users 

 

4) Channel hit rate at Building gateway 

Because [10] considers to pre-join popular channels to 

neighboring node, we let building gateway to be the neigh-

boring node and compare channel hit rate at building gate-

way with [9] [10]. The default values are showed in Table 

VII. As shown in figure 13, the proposed scheme has higher 

channel hit rate because of we consider much more user’s 

profile and provide a preventive measure for user’s tempo-

rary behavior. As a result of the initial watching channel of 

each user is closer and each user doesn’t satisfy the current 

channel, every user will generate channel zapping request 

result in the number of channels in building gateway in-

crease quickly but the hit rate will increase gradually after 

the overall channel zapping becomes stable. 
 

 
Figure 13. Channel hit rate at the gateway compares with anal-

ysis and reference 3 and 4 

 

Figure 14 shows the channel hit rate at gateway. The more 

users are in the system, the more channels will be watched. 

As a result, the channel hit rate will increase when the num-
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ber of channels increase. But because the bandwidth is lim-

ited, the maximal number of channels in the gateway is also 

limited which results in the channel hit rate will not increase 

unlimitedly. 
 

 
Figure 14. Channel hit rate at the gateway compares with ref-

erence 3 and 4 under different number of users 
 

5) Blocking rate 

Figure 15 shows the blocking rate at building gateway and 

the default values are showed in Table VII. Because our 

scheme will not pre-join any uncertain channel when user’s 

behavior transits to state 1S and the predicted behavior at 

transient state is S1, The blocking rate of our scheme is better 

than [9]. And because [10] considers the popularity of chan-

nel and untreated scheme doesn’t pre-join any channels, the 

blocking rate is less than each other schemes. Because users 

are not satisfied for the current view of the channel, every 

user will make a channel zapping let the blocking rate in-

crease in the beginning. After users are satisfied for the cur-

rent channel, the overall blocking rate becomes stable and 

our scheme will be better than initial condition. 

Figure 16 shows the blocking rate under different number 

of users. Because the channel requests will be more diversi-

fied when the number of users increases, the blocking rate 

will increase more apparently. Because [10] pre-joins popu-

lar channels to neighboring node and we apply Zipf distribu-

tion to calculate the possible number of popular channels 

under different number of users showed in table 6, the more 

number of popular channels will be pre-joined, the more 

possibility of the channel request will be blocked. 

 

 
Figure 15. Blocking rate at the gateway compares with refer-

ence 3 and 4 under different channel zapping times 

 

 
Figure 16. Blocking rate at the gateway compares with refer-

ence 3 and 4 under different the number of users 

 
Table 6. Prejoin channels of the reference 4 

Number of users Pre-join channels 

100 63 

200 108 

300 146 

400 180 

500 210 

600 238 

700 265 

800 289 

900 312 

1000 332 

 

6) Channel Zapping Time 

We consider the channel hit rate at building gateway and 

the user’s channel request can’t be blocking in general, so 

we modify the eq. (7) to eq. (12) and combine the blocking 

rate to channel un-hit rate. In eq. (12), tgateway-hiD is the delay 

of hitunD   without considering network delay 
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and hitgateway P  is the probability of the requested channel at 

building gateway. 

 

)1( hitgatewayhitunhithitgatewaytgateway-hi

hithit

PD)P( P D

) + (P DDelay

 


(12) 

 

Using the network delay estimation at eq. (11), we can es-

timate the average network delay under different number of 

users and the result shows in table 7. Figure 17 shows the 

average channel zapping time using the average network 

delay. Figure 17 shows that there is no significant fluctua-

tion in the average time estimation. As shown in figure 12 

that the channel hit rate at STB is higher when a small num-

ber of users but with higher average network delay at Table 

IX. On the contrary, the channel hit rate at STB decreases 

when the number of users increase but with lower average 

network delay, so there is a complementary between the 

channel hit rate at STB and average network delay. 

 

 
Figure 17. Channel zapping time estimation 

 

Table 7. Average Network Delay 

Number of users Average network delay(ms) 

100 247 

200 218 

300 196 

400 178 

500 164 

600 152 

700 141 

800 132 

900 124 

1000 117 

 

 

Conclusions and future works 
IPTV channel zapping time is inherent in IPTV network. 

Some mechanisms try to pre-join channels to reduce channel 

zapping time but the consideration of user’s behavior is too 

simple. In our proposed scheme, we make a user’s behavior 

prediction by considering the user’s behavior probability 

distribution to achieve a higher channel hit rate and less re-

quest blocking rate than [3][4]. Because the user’s behavior 

exists diversity, it is difficult to consider overall user’s be-

havior [19] and we just consider the behavior that user has a 

temporary change for channel zapping. Some advanced re-

searches focus on Artificial Neural Network (ANN) [20] to 

perform nonlinear statistical modeling for developing pre-

dictive models. We think we can use ANN to model the di-

versified user’s behavior by the real user’s channel zapping 

record provided by service provider. 
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