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Abstract 
 

In these days an increasing number of public and com-

mercial services are used through the Internet, so that 

security of information becomes more important issue in 

the society information Intrusion Detection System (IDS) 

used against attacks for protected to the Computer net-

works. On another way, some data mining techniques 

also contribute to intrusion detection. Some data mining 

techniques used for intrusion detection can be classified 

into two classes: misuse intrusion detection and anomaly 

intrusion detection. Misuse always refers to known at-

tacks and harmful activities that exploit the known sensi-

tivity of the system. Anomaly generally means a gener-

ally activity that is able to indicate an intrusion. In this 

paper, comparison made between 23 related papers of 

using data mining techniques for intrusion detection. 

Our work provide an overview on data mining and soft 

computing techniques such as Artificial Neural Network 

(ANN), Support Vector Machine (SVM) and Multivari-

ate Adaptive Regression Spline (MARS), etc. In this pa-

per comparison shown between IDS data mining tech-

niques and tuples used for intrusion detection. In those 

23 related papers, 7 research papers use ANN and 4 ones 

use SVM, because of ANN and SVM are more reliable 

than other models and structures. In addition, 8 re-

searches use the DARPA1998 tuples and 13 researches 

use the KDDCup1999, because the standard tuples are 

much more credible than others. There is no best intru-

sion detection model in present time. However, future 

research directions for intrusion detection should be ex-

plored in this paper. 
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1. INTRODUCTION 
 

With the rapid expansion of the computer network during 

the past few years, the information security issue becomes 

more and more important. There are many research topics 

for network security. Like as, data encryption, vulnerability 

database, intrusion detection, etc. Intrusion detection is one 

of the major information security problems. IDS (Intrusion 

Detection System) assist the system in resisting external 

attacks. Existing IDS can be divided into two categories ac-

cording to the detection approaches: anomaly detection and 

misuse detection or signature detection. [1][23] 
 

Data mining techniques can be used for misuse and ano-

maly intrusion detection. Misuse refers to known attacks and 

harmful activities that exploit the known sensitivities of the 

system. In misuse detection, each instance in a data set is 

labeled as ―normal‖ or‖ intrusion‖ and a learning algorithm 

is trained over the labeled data. (Dokas et al.). Anomaly 

means a usual activity in general that could indicate an intru-

sion. An advantage of misuse detection techniques is their 

high degree of accuracy in detecting known attacks and their 

variation. [4][8] 
 

As there are many number of ID techniques using data 

mining techniques, the unknown   technique and system 

could be thought of as a baseline for future prospect. As a 

result, the purpose of this paper is to review related papers of 

using data mining for intrusion detection. The contribution 

of this research paper is to provide a comparison of IDS in 

terms of data mining IDS techniques used for future research 

directions. This paper is organized as follows. Section 2 

overviews the data mining techniques for intrusion detec-

tion. Section 3 compares related work of IDS. Section 4 dis-
cusses about the comparative results in the section and the 

conclusion is also provided. 

2. RELATED WORK  
 

2.1 IDS Architecture 

 
An Intrusion Detection System is used to detect all types 

of malicious network traffic and computer usage that cannot 

be detected by an ordinary firewall. It includes network at-

tacks against sensitive services, data driven attacks on com-

puter applications, host based attacks such as privilege and 

permissions escalation, unauthorized logins and access to 
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sensitive files, and malware (viruses, Trojan horses, and 

worms). IDS are the best fine grain filter placed inside the 

protected computer network, looking for known or powerful  

 

 

threats in network traffic and/or audit data recorded by hosts. 

The IDS architecture is shown in below. 

2. 2 Data mining used in IDS 
 

Much number of data mining techniques can be used in in-

trusion detection, each with its own specific advantage. The 

following lists some of the techniques and the motives for 

which they may be employed. 

  

Classification: Creates a classification of tuples. It could 

be used to detect individual attacks, but as described by pre-

vious sample experiments in the literature indication it is 

produce a high false alarm rate. This problem may be re-
duced by applying fine-tuning techniques such as boosting. 

 

Association: Describes relationships within tuples. Detec-

tion of irregularities may occur when many tuples exhibit 

previously unseen relationships. Grouping: Groups tuples 

that exhibit similar properties according to pre-described 

metrics. It can be used for general analysis similar to catego-

rization, or for detecting outliers that may or may not repre-

sent attacks. Figure. 

 

Firewall

Ethernet

InternetAttacking 

Server

IDS

Attacked 

Server

 
       Figure1, IDS architecture 

. 

2.3 Models 
 

2.3.1 Artificial Neural Network (ANN) 

 
 Artificial Neural Network (ANN) is relatively crude elec-

tronic models based on the neural structure of the brain. The 

brain basically learns from his experience. This is natural 

proof that some problems that are beyond the scope and 

range of current computers are indeed solvable by small 

energy efficient packages. This brain modeling a technical 

way to develop machine solutions. This new arrival ap-

proach to computing also provides a more graceful degrada-

tion during system overload than its more habitual counter-

parts. 

 

Figure 2, Shows a neural network model used for IDS. [11] 

 

  A neural network is an interrelated group of artificial neu-

rons that uses a mathematical model or computational model 

for information processing based on a connection approach 

to computation. A neural network could not contains  do-
main knowledge in the beginning, but it can be supervised to 

make decisions by mapping example pairs of input data into 

example output vectors, and estimating its weights so that it 

maps each input example vector into the corresponding out-

put example vector approx. (Hecht-Nielsen, 1988). 

 

2.3.2 Support vector machines (SVM) 
 

The SVM approach converts data into a feature space F that 

usually has a large dimension. This is interesting to note that 

SVM generalization depends on the geometrical properties 

of the supervised data, not on the dimensions of the input 

space [10]. Detail information of SVM can be found in [26]. 
  

2.3.3 Multivariate adaptive regression 

splines (MARS) 

 
Splines can be considered as an innovative mathematical 

process for complicated, hard curve drawings and function 
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imprecise. The MARS model is a regression model using 

basic functions as predictors instead of the true copy data. 

The basic function convert makes it possible to selectively 

blank out certain regions of a variable by making them zero,  

 

and allows MARS to focus on particular sub-regions of the 

record. It excels at finding optimal variable conversions and  
interactions, and the complicated data structure that often 

hides in high-dimensional data. [6] 

. 

3. REVIEW OF RELATED WORK 
 

In this section, 3 tables create for compare related work of 

IDS, databases, including models and intrusion detection 

range criteria. Subsequently, our observations say data in the 

table and discuss it. 
 

Existing IDS can be divided into two classes according to 

the detection approaches: anomaly detection and misuse 

detection. After reviewing these papers, almost all re-

searches focus on anomaly detection. In the future, our re-

search additionally focus on misuse detection 

 

There are five main algorithms used in intrusion detec-

tion. Besides these five algorithms, one more category used, 

others, for other detection methods. Most researches in in-

trusion detection use ANNs Because, ANNs is much more 
reliable than other models & algorithms. Besides, the second 

most used model is SVMs. In the future, our research com-

pares these models to recognize a―best‖ model for intrusion 

detection  

 

comparison of intrusion detection range criteria

Anomaly detection

Misuse detection

 
   Figure 3, Comparison of intrusion detection range criteria 

 

Most studies use the tuples of DARPA1998 and 

KDDCup1999, and others use some real data they collect by 

themselves. It is comparatively better to use a standard 

tuples than some personal data. Actually, MIT Lincoln La-

boratory has already published DARPA2000. In the future, 

more experiments on intrusion detection made by using the 

DARPA2000 tuples. 
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      Figure 4, Comparison of models/algorithm. 
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 Figure 5, Comparison of used datasets. 

 

4. CONCLUSIONS 
 

The security of computer networks plays a planning role in 

modern computer system. Detection of intrusion attacks is 

the most important issue in computer network security. Ex-

isting IDS can be divided into two classifies according to the 

detection approaches: anomaly detection and misuse detec-

tion. There are several different methods to anomaly detec-

tion and misuse detection and misconfiguration. Approaches 

to anomaly detection have neural network, Statistics, Predic-

tive pattern generation, and sequence matching and supervis-
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ing. In misuse detection, there are state transition analysis, 

pattern matching, model-based, keystroke monitoring and 

Expert system. 

 

 

In this paper, comparison made in 23 papers for finding out 

the situation of intrusion detection now a day. After the 
comparison among these papers, observation shows most 

researches focus on anomaly detection, and use the tuples of 

DARPA1998 and KDDCup1999 mostly. In addition, most 

researches in intrusion detection use ANN. Because ANN is 

much more stable and reliable than other models and algo-

rithms. Besides, the second most used model is SVM. 

 

In the future, additionally focus on misuse detection. With 

the help of techniques are using in intrusion detection,  com-

pare these models in the paper to identify a ―best‖ model for 

it. Besides, most researches use the tuples of DARPA1998 

or KDDCup1999. Some experiments by using DARPA2000 
or other tuples to increase objectivities later on. Probably, 

establish a new tuples to become the criterion of doing ex-

periments in intrusion detection. 
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