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Abstract  
The term Big Data continues to be a current hot topic 

around the world, but most of the organizations and 

institutions still struggle to understand what it really 

means. The main purpose of this paper is to describe the 

terms of big data, impact of big data in organizations, 

Web data, machine data, human generated data, data 

discovery, data collaboration, Hadoop technologies for 

big data and zelig model for big data analytics. Big data 

is a data that exceeds the processing capacity of 

conventional database systems. The data is too big, 

moves too fast, or doesn’t fit the structures of your 

database architectures. To gain value from this data, 

you must choose an alternative way to process it. Big 

data is comprised of datasets too large to be handled by 

traditional database systems. To remain competitive 

business executives need to adopt the new technologies 

and techniques emerging due to big data. The main 

purpose of big data is to improve decisions and 

competitiveness for organizations, institutions and the 

public administrations, which will create a significant 

growth of the world economy. In the past, the collection 

and storage of information was the primary issue. 

Currently, there are massive amounts of data both 

structured and unstructured, that need to be analyzed in 

an iterative, as well as in a time sensitive manner. In 

response to this need, data analytical tools and services 

have emerged as a means to solve this problem. 

 
Keywords : Big Data, Analytics, Structured Data, Web 

Data, Social Media 

Introduction 

Nowadays, many organizations and institutions are 

collecting, storing, and analyzing massive amounts of 

data. This data is commonly referred to as “big data” 

because of its volume, the velocity with which it 

arrives, and the variety of forms it takes. Big data is 

creating a new generation of decision support data 

management. Businesses are recognizing the potential 

value of this data and are putting the technologies, 

people, and processes in place to capitalize on the 

opportunities. A key to deriving value from big data is 

the use of analytics. Collecting and storing big data 

creates little value; it is only data infrastructure at this 

point. It must be analyzed and the results used by 

decision makers and organizational processes in order 

to generate value. Many analytic techniques, such as 

regression analysis, simulation, and machine learning, 

have been available for many years. Special attention is 

given to the technologies, platforms, and approaches for 

storing and analyzing big data. Security and Privacy 

concerns about the use of big data are also explored. 

Big data is changing existing jobs and creating new 

ones. For example, market researchers must now be 

skilled in social media analytics. Data management 

professionals must be able to store massive amounts of 

data of any structure. Fig.1 represents the architecture 

of big data. 

 

 
 

Fig.1 – Big Data Architecture 

 

Technical Drivers of Big Data 
 
Big data is a term that is used to describe data that is 

high volume, high velocity, and/or high variety; 
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requires new technologies and techniques to capture, 

store, and analyze it; and is used to enhance decision 

making, provide insight and discovery, and support and 

optimize processes. 

 

Volume: covers the size of the data needed for 

management. There is more data than ever before, its 

size keep on growing exponentially: 90% of all the data 

available today were created in the last two years. A 

short time ago, we were talking about gigabytes, we are 

talking now relatively about terabytes, petabytes, 

exabytes and even zettabytes.  

 

Velocity: describes the speed with which the data is 

generated and processed. We are focused on getting 

knowledge from the data arriving as streams in real 

time. More we focus on real time; more we are in big 

data problem. Gradually, the immediate treatment of 

data would be the key element of a model big data.  

 

Variety: refers to the difference in the type of data we 

have collected. The data analyzed is not anymore 

structured as the anterior data, but could be text, 

pictures, multimedia content, digital traces, sensor data, 

etc. It is about the ability to give an additional value to 

the internal traditional data by combining it with a big 

variety of other external sources of data. Fig.2 

represents the technical drivers of big data. 

 

 

             Fig.2 Technical Drivers of Big Data 

 

Web Data & Social Media 
 
The web is a rich, but also very diverse source of data 

for analytics. For one, there are web sources to directly 

extract content - knowledge or public opinion - from, 

which are initially intended for a human audience. 

These human-readable sources include crawling of web 

pages, online articles and blogs. The main part of these 

sources is typically unstructured, including text, videos 

and images. However, most of these sources have some 

structure, they are e.g. related to each other through 

hyperlinks or provide categorization through tag clouds. 

Next, there is web content and knowledge structured to 

provide machine-readability. It is intended to enable 

applications to access the data, understand the data due 

to semantics, allow them to integrate data from different 

sources, set them into context and infer new knowledge. 

Such sources are machine-readable metadata integrated 

into web pages, initiatives as the linked open data 

project using data formats from the semantic web 

standard, but also publicly available web services. This 

type of data is often graph-shaped and therefore semi-

structured. 

 

Machine-to-machine data 

 
Machine to machine communication describes systems 

communicating with technical devices that are 

connected via some network. The devices are used to 

measure a physical phenomenon like movement or 

temperature and to capture events within this 

phenomenon. Via the network the devices communicate 

with an application that makes sense of the 

measurements and captured events and extracts 

information from them. One prominent example of 

machine to machine communication is the idea of the 

‘internet of things’. 

 

Human-generated data 
 

Human-generated data refers to all data created by 

humans. It mentions emails, notes, voice recording, 

paper documents and surveys. This data is mostly 

unstructured. It is also apparent, that there is a strong 

overlap with two of the other categories, namely big 

transaction data and web data. Big transaction data that 

is categorized as such because it is accompanied by 

textual data, e.g. call centre agents’ notes, have an 

obvious overlap. The same goes for some web content, 

e.g. blog entries and social media posts. This shows, 

that the categorization is not mutally exclusive, but data 

can be categorized in more than one category. 

 

Big Collaboration and Discovery 
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Big Science generates Big Data that demands Big 

Collaboration. Algorithms and AI enable the discovery 

of many of the underlying rules and relationships in 

biological data. Analytics enable researchers to intersect 

data sets that are too small to fully understand cancer 

subtypes and that may have measured expression set on 

different platforms. Notwithstanding, collaborative 

expertise—human intelligence and intuition—are 

required for meaning and interpretation.  Big 

Collaboration extends beyond the borders of traditional 

research collaboration to include on-demand 

communication and sharing of protocols, electronic 

resources, data, and findings among the spectrum of 

stakeholders in a private or public virtual frontier. At 

each stage, learning and leveraging information and 

findings on what hasn’t worked is as important as 

knowing what has worked. Big Collaboration embraces 

the “from bench to bedside” philosophy and recognizes 

time, manpower and R&D dollars are scarce resources. 

Fig.3 represents the data discovery through human-

machine collaboration. 

 

 

Fig.3 Discovery through Human-Machine 

Collaboration 

 

Discovery is the desired outcome of an investigative 

analytical process. Discovery in big data requires the 

collaboration of man and machine, where the guiding 

intellect — the ability to posit and infer — is human. In 

time, artificial intelligence may be able to make 

suppositions and draw conclusions but, for now, 

humans still have the advantage.  The process of 

discovery is iterative. The analyst must be able to test a 

hypothesis against all available data by posing a 

question that the technology answers in depth and then 

renders visually, shortening the time between results. 

This requires the ability to ask questions that were not 

anticipated by those who built the knowledge base, 

referred to as ad-hoc queries in the database world. In 

discovery, you don’t know the next question until you 

get the first answer, and each iteration may require 

additional datasets for analysis  

 

Zelig Model for Big Data 

Analytics 
 

The vast promise and broad range of big data 

applications have steadily begun to be tapped by new 

tools, algorithms, learning techniques, and statistical 

methods. The proliferation of tools and methods that 

have been developed for specific tasks and focused 

solutions are myriad. But largely, these pioneering tools 

stand in towering isolation of one another. Often 

initiated as solutions to specific big data applications, 

the current open source methods available may each 

expect different data formats and use different call 

structures or notations, not to mention different 

languages. We think the Zelig architecture devised for 

R can also solve this similar problem for big data 

science. We propose that a fundamental need in big data 

science is the proper construction of an abstraction 

layer that allows users to see quantitative problems 

through their commonality and similar metaphors and 

attacks, while abstracting away the implementation of 

any algorithm in any given language on any particular 

storage device and computational setting. This 

framework would create an interoperable architecture 

for big data statistical and machine learning methods. 

We propose that the architecture developed for Zelig for 

R can be mirrored in a language agnostic fashion for 

tools in Scala, Java, Python, and other languages that 

can scale much more efficiently than R, and can be used 

to bridge together the growing number of statistics and 

analytics tools that have been written for analysis of big 

data on distributed systems (such as Apache Mahout, 

Weka, MALLET). This will provide easier access for 

applied researchers, and, going forward, writers of new 

tools will have the ability to make them more generally 

available. Critically, such a framework must: 

 

—Allow users to use one call structure, and have access 

to the range of big data statistical and learning methods 

written across many different languages. 
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Rather than any user needing to learn new commands, 

languages, and data structures every time they try a new 

exploratory model, users will be able to seamlessly 

explore the set of big data tools applicable to their 

problems, increasing exploration, code reuse, and 

discovery.  

—Allow any developer of a new tool to easily bridge 

their method into this architecture. 

—Provide common utilities for learning and statistics in 

big data analytics that can be easily interoperable and 

available to every model.  

There is a large body of general purpose techniques in 

statistical models and machine learning  that are of 

broad applicability to most any model, but may only be 

available in a particular open source tool if one of the 

original authors needed that technique in their own 

research application. It should not be required of every 

method author to reinvent each of these wheels, nor 

should users of tools be constrained to only those 

techniques of use by the original author of their tool, 

and our architecture will make all these utilities 

interoperable across packages. 

—Enable interpretation of analytical models in shared 

and relevant quantities of interest. 

 

Big Data using Hadoop / Map 

Reduce Technology 
 

Of all the platforms and approaches to storing and 

analyzing big data, none is receiving more attention 

than Hadoop/MapReduce. Its origins trace back to the 

early 2000s, when companies such as Google, Yahoo!, 

and Facebook needed the ability to store and analyze 

massive amounts of data from the Internet. Because no 

commercial solutions were available, these and other 

companies had to develop their own. Important to the 

development of Hadoop/MapReduce were Doug 

Cutting and Mike Cafarella who were working on an 

open-source Web search engine project called Nutch 

when Google published papers on the Google File 

System and MapReduce. Impressed with Google’s 

work, Cutting and Cafarella incorporated the concepts 

into Nutch. Wanting greater opportunities to further his 

work, Cutting went to work for Yahoo!, which had its 

own big data projects under way. With Yahoo!’s 

support, Cutting created Hadoop (named after Cutting’s 

son’s stuffed elephant) as an open-source Apache 

Software Foundation project. Apache Hadoop is a 

software framework for processing large amounts of 

data across potentially massively parallel clusters of 

servers. To illustrate, Yahoo has over 42,000 servers in 

its Hadoop installation. The key component of Hadoop 

is the Hadoop Distributed File System (HDFS), which 

manages the data spread across the various servers. It is 

because of HDFS that so many servers can be managed 

in parallel. HDFS is file based and does not need a data 

model to store and process data. It can store data of any 

structure, but is not a RDBMS. HDFS can manage the 

storage and access of any type of data as long as the 

data can be put in a file and copied into HDFS. The 

Hadoop infrastructure typically runs MapReduce 

programs (using a programming or scripting language 

such as Java, Python, C, R, or Perl) in parallel. 

MapReduce takes large datasets, extracts and 

transforms useful data, distributes the data to the 

various servers where processing occurs, and assembles 

the results into a smaller, easier to analyze file. It does 

not perform analytics per se; rather, it provides the 

framework that controls the programs  that perform the 

analytics. Currently, jobs can only be run in batch, 

which limits the use of Hadoop/MapReduce for near 

real-time applications. Although Hadoop and 

MapReduce are discussed and typically used together, 

they can be used separately. That is, Hadoop can be 

used without MapReduce and vice versa. This is a 

simple processing task that could also be done with 

SQL and a RDBMS, but provides a good example of 

Hadoop/MapReduce processing. The first step is to split 

the records and distribute them across the clusters of 

servers (there are only three in this simple example). 

These splits are then processed by multiple map 

programs (e.g., Java, R) running on the servers. The 

objective in this example is to group the data by a split 

based on the words. The MapReduce system then 

merges the shuffle/sort results for input to the reduce 

program, which then summarizes the number of times 

each word occurs. This output can then be input to a 

data warehouse where it may be combined with other 

data for analysis or accessed directly by various BI 

tools. 

Impacts of Big Data in 

Organisations 
 

Data are generated in a growing number of ways. Use 

of traditional transactional databases has been 

supplemented by multimedia content, social media, and 

myriad types of sensors. Advances in information 

technology allow users to capture, communicate, 

aggregate, store and analyze enormous pools of data, 

known as “big data”. However, the new data collection 

methodologies pose a dilemma for businesses that have 

depended upon database technology to store and 

process data. “Big data” derives its name from the fact 

that the datasets are large enough that typical database 

systems are unable to capture, save, and analyze these 

datasets. The actual size of big data varies by business 

sector, software tools available in the sector, and 
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average dataset sizes within the sector. Best estimates 

of size range from a few dozen terabytes to many 

petabytes. In order to benefit from big data, new storage 

technologies and analysis methods need to be adopted. 

Business executives must determine the new 

technologies and methodologies best suited to their 

information needs. Business executives ignoring the 

growing field of big data will eventually become non-

competitive. 

 

Challenges and Opportunities with 

Big Data  
 

In a broad range of application areas, data is being 

collected at unprecedented scale. Decisions that 

previously were based on guesswork, or on 

painstakingly constructed models of reality, can now be 

made based on the data itself. Such Big Data analysis 

now drives nearly every aspect of our modern society, 

including mobile services, retail, manufacturing, 

financial services, life sciences, and physical sciences. 

Scientific research has been revolutionized by Big Data. 

In the biological sciences, there is now a well-

established tradition of depositing scientific data into a 

public repository, and also of creating public databases 

for use by other scientists. In fact, there is an entire 

discipline of bioinformatics that is largely devoted to 

the curation and analysis of such data. As technology 

advances, particularly with the advent of Next 

Generation Sequencing, the size and number of 

experimental data sets available is increasing 

exponentially. Big Data has the potential to 

revolutionize not just research, but also education. A 

recent detailed quantitative comparison of different 

approaches taken by 35 charter schools in NYC has 

found that one of the top five policies correlated with 

measurable academic effectiveness was the use of data 

to guide instruction. Imagine a world in which we have 

access to a huge database where we collect every 

detailed measure of every student's academic 

performance. This data could be used to design the most 

effective approaches to education, starting from 

reading, writing, and math, to advanced, college-level, 

courses. We are far from having access to such data, but 

there are powerful trends in this direction. In particular, 

there is a strong trend for massive Web deployment of 

educational activities, and this will generate an 

increasingly large amount of detailed data about 

students' performance. It is widely believed that the use 

of information technology can reduce the cost of 

healthcare while improving its quality , by making care 

more preventive and personalized and basing it on more 

extensive  continuous monitoring. McKinsey estimates 

a savings of 300 billion dollars every year in the US 

alone. In a similar vein, there have been persuasive 

cases made for the value of Big Data for urban 

planning, intelligent transportation, environmental 

modeling, energy saving, smart materials, 

computational social sciences, financial systemic risk 

analysis, homeland security, computer security and so 

on. While the potential benefits of Big Data are real and 

significant, and some initial successes have already 

been achieved, there remain many technical challenges 

that must be addressed to fully realize this potential. 

The sheer size of the data, of course, is a major 

challenge, and is the one that is most easily recognized. 

However, there are others. Industry analysis companies 

like to point out that there are challenges not just in 

Volume, but also in Variety and Velocity, and that 

companies should not focus on just the first of these. By 

Variety, they usually mean heterogeneity of data types, 

representation, and semantic interpretation. By 

Velocity, they mean both the rate at which data arrive 

and the time in which it must be acted upon. While 

these three are important, this short list fails to include 

additional important requirements such as privacy and 

usability.  

 

Conclusion 

In this paper, we discussed a brief overview of the Big 

data topic, including the main concerns and the main 

challenges for the future. Big Data will allow us to 

extract insights that no one has extracted before. 

However, it is still under development and current 

approaches and tools are very limited to deal with the 

new real Big Data requirements. Further work will be 

focused on this corner. This paper also presents the 

introduction of big data, web data, human data, machine 

data, data discovery and collaboration. The use of 

recent advances in different fields of large-scale data 

analysis is promoted in the heuristics framework, 

focusing on applications in medicine, biology and 

technology. Organizations want more business value 

from big data, and analytics is an important route to 

value.  

Many of the most beneficial applications of big data 

involve discovery. However, as dataset sizes grow, a 

collaborative human-machine approach to discovery is 

required to enable humans to cope with the size and 

complexity of the datasets. Discovery in big data 

typically involves fusing information from many 

different sources and then testing hypotheses, expressed 

as complex queries, against the entire dataset. Big data 

can be viewed as the latest generation in the evolution 

of decision support data management. The need for data 

to support computer-based decision making has existed 

at least since the early 1970s with DSS. Big data is the 
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fourth generation decision support data management. 

The ability to capture, store, and analyze high-volume, 

high-velocity, and high-variety data is allowing 

decisions to be supported in new ways. It is also 

creating new data management challenges. Technical 

challenges are common across a large variety of 

application domains. We must support and encourage 

fundamental research towards addressing these 

technical challenges if we are to achieve the promised 

benefits of Big Data. 
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