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Abstract  
 

A Data mining technique is to analyze the data 

from different perspectives and summarizing it into useful 

information. This paper gives a Case Study, where the pa-

tient’s Risk Factors is analyzed in concern with major causes 
of Diabetes using ID3 Algorithm. It helps earlier in identify-

ing the people who need special attention in preventing them 

from diabetes with appropriate advising/counseling from the 

doctors. 

 

Introduction 
 

Diabetes is a set of related diseases in which the 

body cannot regulate the amount of sugar in the blood [1]. It 

is a group of metabolic diseases in which a person has high 

blood sugar, either because the body does not produce 

enough insulin, or because cells do not respond to the insulin 

that is produced. This high blood sugar produces the classi-

cal symptoms of polyuria, polydipsia and polyphagia [2]. 

There are three main types of diabetes mellitus (DM). Type 
1 DM results from the body's failure to produce insulin, and 

presently requires the person to inject insulin or wear an 

insulin pump. This form was previously referred to as "insu-

lin-dependent diabetes mellitus" (IDDM) or "juvenile diabe-

tes". Type 2 DM results from insulin resistance, a condition 

in which cells fail to use insulin properly, sometimes com-

bined with an absolute insulin deficiency. This form was 

previously referred to as non insulin-dependent diabetes 

mellitus (NIDDM) or "adult-onset diabetes". The third main 

form, gestational diabetes occurs when pregnant women 

without a previous diagnosis of diabetes develop a high 

blood glucose level. It may precede development of type 2 
DM. As of 2000 it was estimated that 171 million people 

globally suffered from diabetes or 2.8% of the population. 

Type-2 diabetes is the most common type worldwide [3]. 

Figures for the year 2007 show that the 5 countries with the 

largest amount of people diagnosed with diabetes were India 

(40.9 million), China (38.9 million), US (19.2 million), Rus-

sia (9.6 million), and Germany (7.4 million) [3]. Data Min-

ing [4] refers to extracting or mining knowledge from large 

amounts of data. The aim of data mining is to make sense of 

large amounts of mostly unsupervised data, in some domain. 

Classification [5] maps data into predefined groups. It is 

often referred to as supervised learning as the classes are 

determined prior to examining the data. Classification Algo-

rithms usually require that the classes be defined based on 

the data attribute values.  
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Existing System 

A decision tree is a classifier expressed as a recursive parti-

tion of the instance space. The decision tree consists of 

nodes that form a rooted tree meaning it is a directed tree 

with a node called “root” that has no incoming edges. All 
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other nodes have exactly one incoming edge. A node with 

outgoing edges is called an internal or test node. All other 

nodes are called leaves (also known as terminal or decision 

nodes). In a decision tree, each internal node splits the in-

stance space into two or more sub-spaces according to a cer-

tain discrete function of the input attributes values.  

In the simplest and most frequent case, each test 
considers a single attribute, such that the instance space is 

partitioned according to the attribute’s value. In the case of 

numeric attributes, the condition refers to a range. Each leaf 

is assigned to one class representing the most appropriate 

target value. Alternatively, the leaf may hold a probability 

vector indicating the probability of the target attribute hav-

ing a certain value.  

 

Instances are classified by navigating them from the 

root of the tree down to a leaf, according to the outcome of 

the tests along the path. Internal nodes are represented as 

circles, whereas leaves are denoted as triangles. Note that 
this decision tree incorporates both nominal and numeric 

attributes. Each node is labeled with the attribute it tests, and 

its branches are labeled with its corresponding values. 

 

Proposed System 
 

ID3 Algorithm  
 

The basic idea of ID3 algorithm is to construct the 

decision tree by employing a top-down, greedy search 
through the given sets to test each attribute at every tree 

node. In order to select the attribute that is most useful for 

classifying a given sets, we introduce a metric - information 

gain.  

 

To find an optimal way to classify a learning set, 

what we need to do is to minimize the questions asked (i.e. 

minimizing the depth of the tree). Thus, we need some func-

tion which can measure which questions provide the most 

balanced splitting. The information gain metric is such a 

function.  

 
The first term in the equation for Gain is just the 

entropy of the original collection S and the second term is 

the expected value of the entropy after S is partitioned using 

attribute A. The expected entropy described by this second 

term is simply the sum of the entropies of each subset, 

weighted by the fraction of examples  that belong to 

Gain (S, A) is therefore the expected reduction in entropy 

caused by knowing the value of attribute A. 

 

The process of selecting a new attribute and parti-

tioning the training examples is now repeated for each non 

terminal descendant node. Attributes that have been incorpo-

rated higher in the tree are excluded, so that any given at-

tribute can appear at most once along any path through the 

tree. This process continues for each new leaf node until 

either of two conditions is met:  
 

1. Every attribute has already been included along this path 

through the tree, or  

2. The training examples associated with this leaf node all 

have the same target attribute value (i.e., their entropy is 

zero).  

 

A. Advantages:  
 Reduce the number of nodes while constructing the 

tree. 

 Speed is high and memory usage is very low. 

 Using bottom up strategy, the nodes are searched. 

 Apply Information Gain & Entropy to get the accurate 

results. 

 

B.Result Analysis: 

 

 
Figure 1.Memory Usage Comparison (Decision Tree & ID3) 

By comparing the Decision Tree and ID3, ID3 algorithm 

produces the best result in less time and less memory space. 
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Table 1. Average Time and Memory Usage – Comparison 

 
Figure 2. Average Performance Time Comparison 

 
Figure 3. Memory Usage Comparison 

 

CONCLUSION AND FUTURE WORK  
A. CONCLUSION 

In this paper, a case study has been made with the 

information like causes, age of the patient, gender, symp-

toms, risk ratio of the patients and end of the test, to predict 

major causes on the diabetes for patients. As there are many 

approaches that are used for data classification, the decision 

tree method (ID3 algorithm) is used here in evaluating major 

causes.  
In future, we want to study the effect of analyzing 

the causes from the patients and the entropy values have 

been calculated by reducing the number of nodes. We want 

to make the node search in a quicker manner. 

 

B.  SCOPE FOR FUTURE WORK 
 The future involves the in analyzing the dataset by 
using the advanced algorithm such as ASSISTANT, C4.5. It 

reduces the node and makes the performance faster. It in-

cludes removing the repeated nodes, constructing the tree 

with minimum nodes, partitioning the data items based on 

the causes. 

   The survey is based on the Erode district and from 

that various cities are analyzed and the impact factor in pro-

cessed. In future, more number of district comparison may 

takes place and analysis may be done. The future 

work will reduce the redundant data, improves the perfor-

mance, effectiveness and accuracy of the search. This exten-
sion will give the better result for the performance ratio. 
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